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Results localization length and phase diagram

Phase Diagram

We calculated the localization length along z-direction by the transfer
matrix method6, and obtained the following phase diagram.
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Weyl semimetal
• H=v (p-p0)�σ, E=v |p-p0|
• Many 3D examples have been discovered in the 

last few years.  One possible realization is to 
stack two dimensional Chern insulator à
today’s talk

• Effect of randomness?
• Scaling theory of semi-metal to metal transition 

induced by disorder
• Other unconventional scaling behaviors



Phase transition for layered Chern
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FIG. 3: (color online) Schematic pictures of an energy-momentum (surface crystal momenta) dispersion for bulk states with a
pair of two Weyl nodes (black) and for corresponding chiral surface Fermi arc state at E = 0 (a red line). (a) K ≤ Kc and (b)
K ! Kc. As in Fig. 2, the surface crystal momenta comprise of two momenta, kx and kz, while kx is omitted for simplicity;
the surface Fermi arc state has a chiral dispersion along the kx direction. Note also that we only show one pair of two Weyl
nodes for clarity. The disorder endows bulk states with a finite life time (line broadening), whose effect is represented by a
green hatch in the figure. Within the green hatch, the crystal momentum is not well-defined even after quenched averaging
of disorder potentials; any two states within the hatch are mixed with each other and indistinguishable due to the disorder.
(a) for K ≤ Kc, an inverse of the life time (line broadening) for the two Weyl nodes is zero, so that all the chiral arc states
at E = 0 connecting these two nodes provide protected surface conductions. (b) for K ! Kc, those chiral fermi arc states at
E = 0 which are close to the two ends of the arc (those red dotted lines covered by the green hatch) are mixed with bulk states
due to the finite line broadening of the two Weyl nodes; they will not contribute to surface conductions. Meanwhile, those arc
states at E = 0 which are well separated from the two ends (red solid line not covered by the green hatch) are not mixed with
bulk states, providing protected surface conductions.

in the renormalized WSM phase, ρ(E) vanishes as 1/τ , D(E) diverges as τ , and the conductivity remains constant;
σ(E = 0) = 2v2/(3πK). This dictates that the conductivity at E = 0 remains finite not only in the diffusive metallic
phase but also in the renormalized WSM phase, while vanishing at the quantum critical point intervening these two
phases where v → 0 (see the main text).

Chiral surface states in layered Chern insulator and in renormalized Weyl semimetal phase

Eigenstates of Eq. (1) in the main text for a given disorder realization are numerically calculated with the periodic
boundary condition along the chiral (x) and the stacking (z) directions, and open boundary condition for the other
directions (y). System size L = 80, and numerical calculation has been done by sparse matrix diagonalization
algorithm of Intel MKL/FEAST. Figure 4 shows spatial density distributions of an eigenstate ν,

ρν(x, y, z) = |ψν,s(x, y, z)|2 + |ψν,p(x, y, z)|2 .

We took the states ν which are closest to the zero energy (E = 0) in the layered Chern insulator phase region (a)
(|β| = 0.45 and W = 0.8), and in the renormalized Weyl semimetal phase region (b) (|β| = 0.45 and W = 1.7). In
both cases, the eigenstates are nearly localized at the boundaries (y = ±L/2), suggesting that zero-energy state or
eigenstates close to the zero energy are usually chiral surface states. Figure 4 also indicates that the chiral surface
state in the renormalized WSM phase is spatially extended within surfaces, while the chiral state in the layered CI
phase is extended only along the chiral direction and localized along the stacking direction.

Finite size scaling of the density of states

The density of states (DOS) is calculated for different system sizes (L = 40, 48, 60, 80) in terms of the kernel
polynomial expansion method [5]. The calculated DOS is fitted with the finite size scaling form, ρL(E,W ) = a(E,W )+
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What are Chern insulators?

• Band gap insulator with peculiar edge states.

• (pseudo) magnetization is present, time reversal 
symmetry is broken.

• quantized Hall conductivity

– Belong to the quantum Hall universality class but
without Landau levels.

• When stacked to the 3rd direction, it shows rich 
phase diagram.



Model

. . . . . .

Model

Model

• We start with a 2D spinless tight-binding model on a cubic
lattice, which comprises of s-orbital and p+ ≡ px + ipy orbital.
(is a Chern insulator with suitable parameters)

• We then pile it up along z-direction with an inter-layer coupling
amplitude β.

+

+i

-i

+
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2D Chern insulator
• proposed by Haldane, PRL. 61, 2015 (‘88).

• Qi-Wu-Zhang model,PRB. 74, 085308 (‘06)

-W/2 < vs,x , vp,x < W/2

εs=-0.5
εp=0.5

ts=tp=0.25

tsp=1/3

. . . . . .

Model

Model

The Hamiltonian in the momentum space is as follows. (β ≤ 0)

Hk = aµσ
µ with

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

a0 = 0

(a1, a2) = −2

3
(sin ky , sin kx)

a3 =
1

2
− 1

2
(cos kx + cos ky ) + β cos kz

, (1)

which belongs to the unitary class.
Fermi energy E = 0.
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Ch = 1
4π

dkx dky
(∂xa × ∂ya) ⋅a

| a |3∫∫

+h.c. )

Pseudo spin: s and p orbitals



Hall conductivity
• Gxy/(e2/h) 
=  sgn((εp-εs)/4tsp) for |(εp-εs)/2(ts+tp)|<2
= 0                            for |(εp-εs)/2(ts+tp)|>2

Gxy/(e2/h) =1

Gxy/(e2/h) =0

Introduce disorderàChern insulator to Anderson insulator transition



Stacking 2D Chern insulators

• finite region of diffusive metal regime appears 
with the increase of interlayer coupling
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phase diagram w.r.t. interlayer 
coupling and disorder

Liu, Ohtsuki, Shindou, PRL ‘16
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W



Layered Chern Insulator

For simplicity,
ts’+tp’=0, ts-tp=0 εs-εp=-2(ts+tp)=-4ts

E=±(a1
2+a2

2+a3
2)1/2

kzkx
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charge and of the negative magnetic charge are the same
as in the clean limit. The C4 rotational symmetry re-
stricts the three Weyl points with positive charge at
k = (0,⇡,⇡ � k0), (⇡, 0,⇡ � k0) and (⇡,⇡, k1), while the
spatial invesion symmetry requires the other three with
negative charge at k = (0,⇡,�⇡ + k0), (⇡, 0,�⇡ + k0)
and (⇡,⇡,�k1). In the presence of these six Weyl points,
the (0,1,0) surface acquires a chiral Fermi arc with left-
moving chirality which connects from the surface crys-
tal momentum (kx, kz) = (⇡,⇡ � k0) to (⇡,�⇡ + k0),
another arc with right-moving chirality connecting from
(0,⇡ � k0) to (0, k1) and the third surface Fermi arc
with right-moving chirality from (0,�k1) to (0,�⇡+k0).
These three surface chiral Fermi arcs contribute to the
two-terminal conductance as,

�G
s
⌘ G

o
�G

p =
e
2

h

(⇡ � k0 � k1)L

⇡
, (6)

The calculated numirical result shows that position of
the Weyl points, i.e. k0 and k1, strongly depends on
the disorder in the renormalized WSM phase (Inset of
Fig. 5). Importantly, we found that there still exists a
finite surface conductance at the WSM-DM transition
point (W = Wc), though the averaged velocity of the
Weyl fermions vanishes at W = Wc. The nature of the
residual surface conductance at W = Wc and character-
ization of the associated surface state is an interesting
open issue in future.

Conclusion— In this Letter, we introduced a simple
two-orbitals tight-binding model which allows us to study
a critical nature of the quantum phase transition between
the 3D WSM phase and disorder-induced di↵usive metal-
lic (DM) phase in the unitary class. The critical nature
is confirmed by the scale-invariant behaviour of the local-
ization length and by the scaling analysis of the density
of states near E = 0. The calculated critical exponents
take those values remarkably close to critical exponents
previously obtained in a model of the symplectic class,
though the model studied in this paper belongs to the
unitary class. The phase diagram derived from the local-
ization length reveals that 2D QH quantum phase tran-
sition point is continuously connected to the disorder-
induced DM phase instead of the 3D renormalized WSM
phase. The two-terminal conductance shows significant
residual surface conductance at the WSM-DM transition
line, though the renormalized Weyl fermions lose its ve-
locity at the transition line.

Acknowledge The authors would like to thank Dr. Koji
Kobayashi for fruitful discussions. This work was sup-
ported by JSPS KAKENHI Grant Numbers 15H03700,
24000013.

Note added. – Recently we became aware of indepen-
dent numerical works [33] that treat similar situation but
focus on a di↵erent aspect.

SUPPLEMENTAL MATERIALS

Weyl semimetal phases and chiral Fermi arc in
layered Chern insulator

The tight-binding Hamiltonian for layered Chern insu-
lator [4] reduces to the following 2 ⇥ 2 Hamiltonian in
the momentum space,

H(k) = a0�0 + a · � (7)

with � = (�x,�y,�z) are Pauli matrices and

a0(k) =
✏s + ✏p

2
+ (tp � ts)(cos kx + cos ky)� (t0s + t

0
p) cos kz,

a1(k) =
✏s � ✏p

2
� (tp + ts)(cos kx + cos ky)� (t0s � t

0
p) cos kz,

a2(k) = �2tsp sin ky,

a3(k) = �2tsp sin kx,

respectively. For simiplicity, we take tp = ts > 0 and
t
0
s = �t

0
p so that the k-dependence of a0 can be omit-

ted and the direct band gap always becomes the global
band gap �(k) = 2min |a(k)|. If any, the gap clos-
ing occurs at the high symmetric k lines, i.e. k =
(0, 0, kz), (⇡, 0, kz), (0,⇡, kz), (⇡,⇡, kz). At these points,
the gap is given as a function of kz

�(k) = 2(ts + tp) ·

����↵�
cos kx + cos ky

2
+ � cos kz

����,

with ↵ ⌘
✏s�✏p

4(ts+tp)
and � ⌘

t0p�t0s
2(ts+tp)

= �
t0s
2ts

. This

gives a phase diagram subtended by ↵ and � depicted
in Fig. 6. The phase diagram comprises of Chern insula-
tor phases and conventional band insulator phases, and
four Weyl semimetal phases; WSM in the region I has
one pair of two Wely points having opposite magnetic
charges (either at k = (0, 0,±⇤) or (⇡,⇡,±⇤)), WSM in
the regions II has two pairs (at k = (⇡, 0,±⇤), (0,⇡,±⇤)).
In the region III and VI, it has three pairs (either at
k = (0, 0,±⇤), (⇡, 0,±⇤), (0,⇡,±⇤), or at (⇡,⇡,±⇤),
(⇡, 0,±⇤), (0,⇡,±⇤)) and four pairs respectively. In the
main article, we took ↵ = �

1
2 , so that, on increasing |�|,

the system enters the region III first ( 12 < |�| <
3
2 ) and

then region IV ( 32 < |�|). Figure 7 shows surface chi-
ral Fermi arcs in the case of |�| = 0.6, where the right-
moving chiral Fermi arc connects from a surface momen-
tum point (kx, kz) = (0,⇡ � k0) to (0,�⇡ + k0) with
k0 ⌘ cos�1[↵� ], while the two left-moving chiral Fermi

arcs connect from (kx, kz) = (⇡, k1) to (⇡,⇡ � k0) and
from (kx, kz) = (⇡,�k1) to (⇡,�⇡+k0) respectively with
k1 ⌘ cos�1[� 1+↵

� ].

Finite size scaling of the density of states

The density of states (DOS) is calculated for di↵er-
ent system sizes (L = 40, 48, 60, 80) in terms of the

clean system 6

FIG. 6. (color online) Electronic phase diagram of layered
Chern insulator in the clean limit. OI and CI denote ordinary
band insulator and Chern insulator respectively, while WSM
denotes the Weyl semimetallic phases. The explanation for
four distinct regions of the WSM phase are given in the text
of this supplemental material.

kernel polynomial expansion method [18]. The calcu-
lated DOS is fitted with the finite size scaling form,
⇢L(E,W ) = a(E,W ) + b(E,W )/L2 [25], which gives
the DOS in the thermodynamic limit as the intercept
a(E,W ). An example of the fitting is shown in Fig.8 (for
� = �0.6, E = 0.0 and W = 1.5 < Wc). The error bar
obtained from this finite-size-scaling fit is shown in Fig. 9
for typical values of E and W with � = �0.6. The error
is estimated with 95% confidence (2�). Since the fitting
has only two degrees of freedom, the estimated error bar
is relatively large.

Parabolic fitting and the velocity

In the renormalized WSM phase (W < Wc), the av-
eraged velocity of the Weyl point is obtained from a fit-
ting of the DOS near E = 0 by a parabolic function
⇢(E) = a + bE

2. Fig. 10 shows an example of the fit-
ting (� = �0.6, W = 1.5 < Wc). On increasing |E|,
the DOS curve changes from the E-square behavior to a
E-linear behaviour. When W becomes closer to Wc from
below, the E-square region becomes narrower in energy,
indicating the reduction of the velocity. To estimate the
curvature only around E = 0 from the fitting, we first
observe this crossover by eye and then introduce a cut-
o↵ for ⇢(E) to exclude those data points in the E-linear
region (For example, ⇢(E) < 0.013 in Fig. 10).

FIG. 7. (color online) (a) Energy dispersion of chiral Fermi
surface states localized at one surface (red) and at the other
(blue). Those energy states with grey color points are bulk
states. (b) Location of chiral Fermi arcs are depicted on the
surface crystal momentum space (the kx-kz plane), where a
red solid line stands for a right-moving chiral Fermi surface
state (dE/dkx > 0), and red dotted lines are for left-moving
chiral Fermi surface states (dE/dkx < 0).

Determination of the critical point

The phase boundary between WSM and DM is deter-
mined by an onset of finite DOS at E = 0 and also by an
onset of finite averaged velocity of the Weyl cone. The
DOS at E = 0 vanishes for smaller disorder strengths. It
starts to take a finite value when W is greater than a crit-
ical disorder strength. To determine this critical disorder
strength without ambiguity, we first select a set of data
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tal momentum (kx, kz) = (⇡,⇡ � k0) to (⇡,�⇡ + k0),
another arc with right-moving chirality connecting from
(0,⇡ � k0) to (0, k1) and the third surface Fermi arc
with right-moving chirality from (0,�k1) to (0,�⇡+k0).
These three surface chiral Fermi arcs contribute to the
two-terminal conductance as,
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The calculated numirical result shows that position of
the Weyl points, i.e. k0 and k1, strongly depends on
the disorder in the renormalized WSM phase (Inset of
Fig. 5). Importantly, we found that there still exists a
finite surface conductance at the WSM-DM transition
point (W = Wc), though the averaged velocity of the
Weyl fermions vanishes at W = Wc. The nature of the
residual surface conductance at W = Wc and character-
ization of the associated surface state is an interesting
open issue in future.

Conclusion— In this Letter, we introduced a simple
two-orbitals tight-binding model which allows us to study
a critical nature of the quantum phase transition between
the 3D WSM phase and disorder-induced di↵usive metal-
lic (DM) phase in the unitary class. The critical nature
is confirmed by the scale-invariant behaviour of the local-
ization length and by the scaling analysis of the density
of states near E = 0. The calculated critical exponents
take those values remarkably close to critical exponents
previously obtained in a model of the symplectic class,
though the model studied in this paper belongs to the
unitary class. The phase diagram derived from the local-
ization length reveals that 2D QH quantum phase tran-
sition point is continuously connected to the disorder-
induced DM phase instead of the 3D renormalized WSM
phase. The two-terminal conductance shows significant
residual surface conductance at the WSM-DM transition
line, though the renormalized Weyl fermions lose its ve-
locity at the transition line.
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The calculated numirical result shows that position of
the Weyl points, i.e. k0 and k1, strongly depends on
the disorder in the renormalized WSM phase (Inset of
Fig. 5). Importantly, we found that there still exists a
finite surface conductance at the WSM-DM transition
point (W = Wc), though the averaged velocity of the
Weyl fermions vanishes at W = Wc. The nature of the
residual surface conductance at W = Wc and character-
ization of the associated surface state is an interesting
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Conclusion— In this Letter, we introduced a simple
two-orbitals tight-binding model which allows us to study
a critical nature of the quantum phase transition between
the 3D WSM phase and disorder-induced di↵usive metal-
lic (DM) phase in the unitary class. The critical nature
is confirmed by the scale-invariant behaviour of the local-
ization length and by the scaling analysis of the density
of states near E = 0. The calculated critical exponents
take those values remarkably close to critical exponents
previously obtained in a model of the symplectic class,
though the model studied in this paper belongs to the
unitary class. The phase diagram derived from the local-
ization length reveals that 2D QH quantum phase tran-
sition point is continuously connected to the disorder-
induced DM phase instead of the 3D renormalized WSM
phase. The two-terminal conductance shows significant
residual surface conductance at the WSM-DM transition
line, though the renormalized Weyl fermions lose its ve-
locity at the transition line.
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Weyl fermions vanishes at W = Wc. The nature of the
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ization of the associated surface state is an interesting
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though the model studied in this paper belongs to the
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Why is Weyl semimetal robust against 
randomness?

(by Syzranov et al., PHYSICAL REVIEW B 91, 035133 (2015) )

• effective fluctuation ΔW=W/(λ/a)d/2=W(ka)d/2

• Kinetic Energy E=bkα
• At band edge, kà 0, E>>ΔW for d-2α>0
• In case of Schrodinger Eq. (α=2), randomness 

becomes relevant at band edge when d<4.
• In case of Dirac/Weyl semimetal (α=1), 

randomness becomes irrelevant at band edges 
when d>2.

• RG analysis, Goswami et al. ’11, Syzranov et al. ‘16

λ



How did we determine the phase 
diagram?

• Localization length calculation by transfer 
matrix method along z-direction.2

electronic state at the band touching point (E = 0), hav-
ing a finite life time and the other is (ii) renormalized
WSM phase whose zero-energy state has an infinite life
time while the velocity and location in the k space of gap-
less Weyl fermions being strongly renormalized by disor-
der. A scaling analysis of the density of states clarifies a
critical nature of the phase transition line between these
two metallic phases. A finite-size-scaling of the conduc-
tance also shows that finite conductivities in DM phase
and in WSM phase go to zero toward the quantum crit-
ical line.

Model.– We study a spinless two-orbital tight-binding
model on a cubic lattice, which comprises of s-orbital and
p ⌘ px + ipy orbital;

H =
X

x

⇣
(✏s + v)c†x,scx,s + (✏p + v)c†x,pcx,p

+
X

µ=x,y

�
tsc

†
x+eµ,scx,s � tpc

†
x+eµ,pcx,p

�

+ tsp

X

x

(c†x+ex,p � c
†
x�ex,p) cx,s

+ itsp

X

x

(c†x+ey,p � c
†
x�ey,p) cx,s

�
�
t
0
sc

†
x+ez,scx,s + t

0
pc

†
x+ez,pcx,p

�
+H.c.

⌘
, (1)

where ✏s, ✏p and v denote atomic energies for the s,
p orbital and disorder potential respectively. v is uni-
formly distributed within [�W/2,W/2] with identical
probability distribution. ts, tp and tsp are intralayer
transfer integrals between neighboring s orbitals, p or-
bitals and that between s and p orbital respectively,
while t

0
s and t

0
p interlayer transfer integrals. Without

interlayer coupling, the model reduces to a 2D CI, given
that the so-called band inversion condition is satisfied;
0 < |✏s � ✏p| < 4(ts + tp). For simplicity, we take
✏s� ✏p = �2(ts+ tp), while t0s = �t

0
p > 0 and ts = tp > 0

[19]. We set tsp = 4/3 ts, and in the rest of paper, we take
4ts as the energy unit. This parameter set realizes a CI

with a large band gap in the 2D limit (� ⌘
t0p�t0s

2(ts+tp)
= 0)

for the half filling case. When 0  |�| < 1/2, the sys-
tem is fully gapped, which belongs to CI phase in the
2D limit. When |�| > 1/2, the system enters into 3D
WSM phase, where three pairs of the monopoles and an-
timonopoles appear at k = (0,⇡,⇡±k0), (⇡, 0,⇡±k0) and
(⇡,⇡,±k1) respectively. The Weyl points at (0,⇡,⇡�k0),
(⇡, 0,⇡�k0) and (⇡,⇡,�k1) are the magnetic monopoles
with positive magnetic charge, while the others are the
antimonopoles with negative charge. At |�| = 1

2 , three
pairs of monopoles and antimonopoles annihilate with
each other simultaneously, i.e. k0 = k1 = 0.

Localization Length and Phase Diagram.— By the TM
method, the localizaiton length along the z-direction (the
stacking direction) is calculated for various system sizes
(N ⌘ L

2
⇥ 104 ⇠ 105 with L = 8, 10, 12, 14, L being

the linear dimension of the cross section) as a function of

FIG. 2. (color online) Localization length (normalized by the
system size) as a function of disorder strength for |�| = 0.45
and various system size L. For a guide to the eyes, we put
three vertical dotted lines for the scale-invariant critical points
where the localization length barely changes with L. CI,
WSM, DM and AI denote Chern insulator, renormalized Weyl
semimetal, di↵usive metallic phase and Anderson insulator
phase respectively.

W and |�|. In the presence of finite interlayer coupling
(|�| 6= 0), the QH critical point in the 2D limit becomes
a finite window of a metallic region between AI and CI.
With larger coupling, the finite region of the metallic
phase become two distinct metallic phases, which are sep-
arated by a critical line. One is in stronger disorder side
and is connected with the 2D QH critical point, while the
other is in weaker disorder side and belongs to the same
phase as the 3D WSM phase in the clean limit (Fig. 2).
These two metallic phases are always separated by a tran-
sition line where the localization length ⇠ normalized by
the linear dimension of the system size L barely changes
as a function of L [20–22]. The scale-invariant behaviour
of ⇤ ⌘ ⇠/L suggests existence of quantum critical line
between these two metallic phases.

Density of States.—To characterize this critical line,
we computed the density of states (DOS) in terms of
the KPE method for several di↵erent cubic system sizes
(N = L

3 with L = 40, 48, 60 and 80), to extrapo-
late the thermodynamic behaviour of the DOS based on
⇢L(E,W ) = ⇢(E,W ) + b(E,W )/L2 [19]. Here ⇢L(E,W )
denotes the DOS as a function of the electron energy E

andW for the linear dimension L. The intercept ⇢(E,W )
as a function of 1/L2 can be regarded as the density of
states in the thermodynamic limit. Fig.3 shows the DOS
near the zero energy for those disorder strengths around
the phase transition between the two metallic phases.
The DOS for the weaker disorder side vanishes at the
zero energy, where ⇢(E,W ) becomes a parabolic function
in E. The DOS in the stronger disorder side acquires a

. . . . . .

Results localization length and phase diagram

Phase Diagram

We calculated the localization length along z-direction by the transfer
matrix method6, and obtained the following phase diagram.
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6K. Slevin et al., New J. Phys. 16, 015012 (2014).
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Note that, although the colors of STI and WTI(111) are the
same, we can distinguish them by the emergence of the metal
phase (in fact, it is a Dirac semimetal phase42)) sandwiched
between insulators with different topologies. Whether they
are STI or WTI(111) can be determined from the random-
ness-free limit. Note also that the green region that appears
on the OI=STI boundary is not the WTI(001) phase, but an
artifact of the color map. See Appendix for details.
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0
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Fig. 4. Schematic of amplitudes and the results of integration over the y
coordinate of numerically calculated eigenfunctions (bottom panels). The
periodic boundary condition is imposed in the y- and z-directions, and the
fixed boundary condition in the x-direction. In the bottom panels, the
modulus squared of a numerically obtained eigenfunction integrated over y is
shown. ð#; WÞ ¼ ð0:4; 0:6Þ (CI, bottom left) and ð#; WÞ ¼ ð0:55; 0:9Þ (WSM,
bottom right).
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Fig. 5. (Color) Color map of PCI, PWSM, and PDM. The intensity
1 +PCI þ 2 +PWSM þ 3 +PDM is plotted. Bars with errors and circles ( )
indicate the transfer matrix estimate of the critical points,16) and dotted lines
are a guide to the eye. The cross (+) at ð#;WÞ * ð0:6; 2:0Þ indicates the
WSM=DM phase boundary estimated by the scaling of density of states.16,42)
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2

ized by a different topological number protected by the
bulk energy gap, at the phase boundary the bulk spec-
trum is in general closed. In the present case the system
is also protected by time-reversal symmetry, and such a
gap closing appears as a (Kramers) degenerate pair of
point nodes, i.e., as the Dirac semimetal (DSM) [17] line
in the phase diagram. As disorder is increased the DSM
line also terminates at the intersection with the insulator-
metal phase boundary. In the following we focus on the
evolution of the DOS as one moves along the DSM line,
through the tricritical point Pc where the DSM line ter-
minates, and finally reaches inside the metallic phase.

We have previously established, by a detailed numeri-
cal study of the conductance [16], that although disorder
W shifts the position of the phase boundary [18–23] (de-
termined, e.g., by the position of the conductance peak),
it is nevertheless irrelevant; the peak height of the con-
ductance on the DSM line is not influenced by the disor-
der strength. It was also found [16] that on the DSM line
the DOS remains a quadratic function of low energies,
exactly as in the clean limit [see the curves (a) in Fig. 2].
Whereas the quadratic behavior is left intact by disorder,
the coefficient of the quadratic term, which is related to
the velocity v of Dirac electrons, is renormalized [24], as
in Eq. (21) below.

In this Letter we further quantify the behavior of the
DOS on the DSM line toward the diffusive metal phase,
and demonstrate that the DOS obeys a single parame-
ter scaling typical of second order phase transitions, with
new values of critical exponents. Our analysis is based
on a single parameter scaling hypothesis, which is sub-
stantially supported by numerical results. The scaling
behavior of the DOS is studied using the kernel polyno-
mial method (KPM) [25].

The 3D disordered Z2 topological insulator is modeled
as a Wilson-Dirac-type tight-binding Hamiltonian with
an effective momentum-dependent mass term [26],

m(k) = m0 + m2

∑

µ=x,y,z

(1 − cos kµ) , (1)

implemented on a cubic lattice. The topological nature of
the model is controlled by the ratio of two mass parame-
ters m0 and m2 such that an STI phase with Z2 (one
strong and three weak) indices [13–15] (ν0, ν1ν2ν3) =
(1, 000) appears when −2 < m0/m2 < 0, while the
regime of parameters: −4 < m0/m2 < −2 falls on a
WTI phase with (ν0, ν1ν2ν3) = (0, 111) (see Fig. 1).

In real space our tight-binding Hamiltonian reads

H =
∑

r

∑

µ=x,y,z

[
|r + eµ⟩

(
it
2

γµ − m2

2
γ0

)
⟨r| + h.c.

]

+
∑

r

|r⟩
[
(m0 + 3m2)γ0 + Vr14

]
⟨r| , (2)

where eµ is a unit vector in the µ-direction, and 14 rep-
resents the 4 × 4 identity matrix. γµ and γ0 form a set
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FIG. 2: (Color online) Density of states calculated at differ-
ent points of the phase diagram (2 ≤ W ≤ 7.5); (a) on the
WTI/STI boundary, (b) at the tricritical point, and (c) in
the M-phase. Its energy dependence ρ(ϵ) is quadratic on the
WTI/STI boundary (a), becoming almost linear at the tri-
critical point (b), while it acquires a finite value ρ(0) at ϵ = 0
on the M-side (c). We emphasize that these DOSs are not of
the surface, but of the bulk.

of γ-matrices in a 4 × 4 representation,

γµ =
(

0 σµ

σµ 0

)
, γ0 =

(
12 0
0 −12

)
, (3)

where σµ are Pauli matrices and 12 is 2× 2 identity ma-
trix. m0,m2 and t are mass and hopping parameters, and
Vr represents a potential disorder distributed uniformly
and independently between −W/2 and W/2.

For simplicity, we have assumed the Hamiltonian
Eq. (2) to be isotropic. In the actual computation we
set the mass and hopping parameters to m2 = 1, t = 2.
The linear size of the system L is taken to be 200 times
the lattice constant, which is enough to reach the thermo-
dynamic limit of DOS per unit volume. We also take the
average over two samples, although the statistical error
is already sufficiently small for L = 200, because of the
self-averaging nature of DOS. The order of the Cheby-
shev expansion in KPM is typically a few thousand, so
that the DOS becomes smooth. The periodic boundary
conditions are imposed on each direction.

The scaling form of the density of states per volume
near the Dirac point may be derived as follows. Be-
gin with a dimensionless quantity, the number of states
N(ϵ, L) below the energy ϵ in the system of size L in d
dimensions, and assume that it is a function of dimen-
sionless parameters L/ξ and ϵ/ϵ0,

N(ϵ, L) = F (L/ξ, ϵ/ϵ0) , (4)

where ξ is the characteristic length scale and ϵ0 is the
characteristic energy scale. They are related via the dy-
namical exponent z,

ϵ0 ∝ ξ−z . (5)
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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FIG. 3: (Color online) (a) The DOS at ϵ = 0. The point Wc

where ρ(0) → 0 indicates the tricritical point Pc. (b) The
DOSs around Wc (solid lines, W = 6.3, 6.4, 6.5 from bot-
tom to top). They can be approximated by a linear function
(dotted line).

The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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Since the number of states should be proportional to Ld,
the above scaling form should be
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From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as
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so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two

Distance from the critical point

3

Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as
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so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as
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so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as
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1
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, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
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so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].
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we find [Fig. 4(a)]
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∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
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In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
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consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to
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we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
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is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
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consequently,
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DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].
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The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
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In the M-phase, on the other hand, by fitting the data
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∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
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of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].
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consequently,
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Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around
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We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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exponents, ν = (νDSM + νM)/2 = 0.86. A similar value
for ν would also follow had we solved Eqs. (19) and (22)
under the assumption that νM = νDSM. After cutting off
the relatively large energy region outside the Dirac cone
and the very small energy region where the DOS becomes
too small to estimate numerically, all the curves in Fig. 2
collapse onto two distinct branches, corresponding to the
M-phase and to the DSM line, respectively. This is the
central result of the present work.

The general scaling arguments imply interesting trans-
port properties as well. Consider, for example, the wave
packet dynamics [27]. We assume the mean square dis-
placement ⟨r2(t, ϵ)⟩ of the state with energy ϵ at time t,
where ⟨· · ·⟩ represents both quantal and ensemble aver-
ages to be of the form

⟨r2(t, ϵ)⟩ ∼ ξ2g(tξ−z, |ϵ|ξz) . (24)

We focus only on the state with ϵ = 0,

⟨r2
0(t)⟩ ∼ ξ2g0(tξ−z) . (25)

In the M-phase, one expects ⟨r2⟩ = 2dDt for large t with
D the diffusion constant,

⟨r2
0⟩ ∼ ξ2−zt , (26)

implying the diffusion constant to diverge towards Pc as

D0 ∼ δ−(2−z)ν . (27)

At Pc, the ξ dependence should vanish, leading to

⟨r2
0⟩ ∼ ξ2(tξ−z)2/z = t2/z ≈ t1.3 , (28)

which implies superdiffusion: when z ≃ 1.5 < 2, the
system at Pc is more diffusive than in the M-phase. The
numerical verification of such a superdiffusive behavior
is, however, difficult, since we need to focus on the wave
packet dynamics of ϵ = 0 state, the DOS of which is
vanishing. Study is in progress to improve the situation.

Another interesting quantity is the conductance distri-
bution along the DSM line. Away from Pc, the conduc-
tance will be narrowly distributed about the value ex-
pected in the absence of randomness as demonstrated in
Ref. [16]. At Pc, we expect the scale independent broad
conductance distribution as in the case of the Anderson
transition [28, 29].

In summary, we have proposed the scaling of the den-
sity of states as a characteristic of the semimetal to metal
transition in general, or, of the tricritical point among
the two topologically different insulating phases and the
metallic phase, in particular. In contrast to the conven-
tional Anderson transitions, the density of states plays
the role of the order parameter and shows the univer-
sal single-parameter scaling. Furthermore, we have es-
timated numerically the dynamical exponent z ≃ 1.5,
which is clearly different from the conventional value
z = 3 [30] for the Anderson transition in 3D. The criti-
cal exponent of divergence of the length scale ν ≃ 0.9 is
less accurate, but it also seems rather far from the con-
ventional value ν ≃ 1.35 [31] for the Anderson transition
in 3D symplectic class. The poor inaccuracy of ν origi-
nates from the uncertainty of Wc and z. High precision
estimate of Wc by different methods such as the transfer
matrix [16] would improve the estimate.

In this paper, we have focused on the phase boundary
of the strong and weak topological insulators. The rea-
son is practical; the DSM line and the phase boundary
of metal to topological insulator phases intersect with
a large angle, allowing us to pinpoint Pc easily. For the
phase boundary of the strong topological and ordinary in-
sulators (STI/OI) [16], it is rather challenging to locate
Pc, because the DSM line and the phase boundary of
metal to insulator seem to intersect with a shallow angle.
Because of the universal nature of critical phenomena,
we expect similar scaling behavior with the same criti-
cal exponents for the semimetal to metal transition for
STI/OI. On the other hand, different critical behavior is

For DSM
For metal
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,
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where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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law, Eq. (8), therefore reads,
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ϵ = 0, and
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Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate
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The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two

4







   

















    









FIG. 4: (Color online) Dependence on δ (a) for Eq. (18) on
the DSM line and (b) for Eq. (12) in the M-phase. We set
Wc = 6.4.

1.E-05 

1.E-03 

1.E-01 

1.E+01 

0.03 0.3 3 30 300 

ρ 
δ 

-(
d-
z)
v�

|ε| δ -zv�

M-phase�

DSM�

FIG. 5: (Color online) Single parameter scaling of the DOS.
The upper branch corresponds to the DOS in M-phase, and
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exponents, ν = (νDSM + νM)/2 = 0.86. A similar value
for ν would also follow had we solved Eqs. (19) and (22)
under the assumption that νM = νDSM. After cutting off
the relatively large energy region outside the Dirac cone
and the very small energy region where the DOS becomes
too small to estimate numerically, all the curves in Fig. 2
collapse onto two distinct branches, corresponding to the
M-phase and to the DSM line, respectively. This is the
central result of the present work.

The general scaling arguments imply interesting trans-
port properties as well. Consider, for example, the wave
packet dynamics [27]. We assume the mean square dis-
placement ⟨r2(t, ϵ)⟩ of the state with energy ϵ at time t,
where ⟨· · ·⟩ represents both quantal and ensemble aver-
ages to be of the form

⟨r2(t, ϵ)⟩ ∼ ξ2g(tξ−z, |ϵ|ξz) . (24)

We focus only on the state with ϵ = 0,

⟨r2
0(t)⟩ ∼ ξ2g0(tξ−z) . (25)

In the M-phase, one expects ⟨r2⟩ = 2dDt for large t with
D the diffusion constant,

⟨r2
0⟩ ∼ ξ2−zt , (26)

implying the diffusion constant to diverge towards Pc as

D0 ∼ δ−(2−z)ν . (27)

At Pc, the ξ dependence should vanish, leading to

⟨r2
0⟩ ∼ ξ2(tξ−z)2/z = t2/z ≈ t1.3 , (28)

which implies superdiffusion: when z ≃ 1.5 < 2, the
system at Pc is more diffusive than in the M-phase. The
numerical verification of such a superdiffusive behavior
is, however, difficult, since we need to focus on the wave
packet dynamics of ϵ = 0 state, the DOS of which is
vanishing. Study is in progress to improve the situation.

Another interesting quantity is the conductance distri-
bution along the DSM line. Away from Pc, the conduc-
tance will be narrowly distributed about the value ex-
pected in the absence of randomness as demonstrated in
Ref. [16]. At Pc, we expect the scale independent broad
conductance distribution as in the case of the Anderson
transition [28, 29].

In summary, we have proposed the scaling of the den-
sity of states as a characteristic of the semimetal to metal
transition in general, or, of the tricritical point among
the two topologically different insulating phases and the
metallic phase, in particular. In contrast to the conven-
tional Anderson transitions, the density of states plays
the role of the order parameter and shows the univer-
sal single-parameter scaling. Furthermore, we have es-
timated numerically the dynamical exponent z ≃ 1.5,
which is clearly different from the conventional value
z = 3 [30] for the Anderson transition in 3D. The criti-
cal exponent of divergence of the length scale ν ≃ 0.9 is
less accurate, but it also seems rather far from the con-
ventional value ν ≃ 1.35 [31] for the Anderson transition
in 3D symplectic class. The poor inaccuracy of ν origi-
nates from the uncertainty of Wc and z. High precision
estimate of Wc by different methods such as the transfer
matrix [16] would improve the estimate.

In this paper, we have focused on the phase boundary
of the strong and weak topological insulators. The rea-
son is practical; the DSM line and the phase boundary
of metal to topological insulator phases intersect with
a large angle, allowing us to pinpoint Pc easily. For the
phase boundary of the strong topological and ordinary in-
sulators (STI/OI) [16], it is rather challenging to locate
Pc, because the DSM line and the phase boundary of
metal to insulator seem to intersect with a shallow angle.
Because of the universal nature of critical phenomena,
we expect similar scaling behavior with the same criti-
cal exponents for the semimetal to metal transition for
STI/OI. On the other hand, different critical behavior is
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ized by a different topological number protected by the
bulk energy gap, at the phase boundary the bulk spec-
trum is in general closed. In the present case the system
is also protected by time-reversal symmetry, and such a
gap closing appears as a (Kramers) degenerate pair of
point nodes, i.e., as the Dirac semimetal (DSM) [17] line
in the phase diagram. As disorder is increased the DSM
line also terminates at the intersection with the insulator-
metal phase boundary. In the following we focus on the
evolution of the DOS as one moves along the DSM line,
through the tricritical point Pc where the DSM line ter-
minates, and finally reaches inside the metallic phase.

We have previously established, by a detailed numeri-
cal study of the conductance [16], that although disorder
W shifts the position of the phase boundary [18–23] (de-
termined, e.g., by the position of the conductance peak),
it is nevertheless irrelevant; the peak height of the con-
ductance on the DSM line is not influenced by the disor-
der strength. It was also found [16] that on the DSM line
the DOS remains a quadratic function of low energies,
exactly as in the clean limit [see the curves (a) in Fig. 2].
Whereas the quadratic behavior is left intact by disorder,
the coefficient of the quadratic term, which is related to
the velocity v of Dirac electrons, is renormalized [24], as
in Eq. (21) below.

In this Letter we further quantify the behavior of the
DOS on the DSM line toward the diffusive metal phase,
and demonstrate that the DOS obeys a single parame-
ter scaling typical of second order phase transitions, with
new values of critical exponents. Our analysis is based
on a single parameter scaling hypothesis, which is sub-
stantially supported by numerical results. The scaling
behavior of the DOS is studied using the kernel polyno-
mial method (KPM) [25].

The 3D disordered Z2 topological insulator is modeled
as a Wilson-Dirac-type tight-binding Hamiltonian with
an effective momentum-dependent mass term [26],

m(k) = m0 + m2

∑

µ=x,y,z

(1 − cos kµ) , (1)

implemented on a cubic lattice. The topological nature of
the model is controlled by the ratio of two mass parame-
ters m0 and m2 such that an STI phase with Z2 (one
strong and three weak) indices [13–15] (ν0, ν1ν2ν3) =
(1, 000) appears when −2 < m0/m2 < 0, while the
regime of parameters: −4 < m0/m2 < −2 falls on a
WTI phase with (ν0, ν1ν2ν3) = (0, 111) (see Fig. 1).

In real space our tight-binding Hamiltonian reads

H =
∑

r

∑

µ=x,y,z

[
|r + eµ⟩

(
it
2

γµ − m2

2
γ0

)
⟨r| + h.c.

]

+
∑

r

|r⟩
[
(m0 + 3m2)γ0 + Vr14

]
⟨r| , (2)

where eµ is a unit vector in the µ-direction, and 14 rep-
resents the 4 × 4 identity matrix. γµ and γ0 form a set
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FIG. 2: (Color online) Density of states calculated at differ-
ent points of the phase diagram (2 ≤ W ≤ 7.5); (a) on the
WTI/STI boundary, (b) at the tricritical point, and (c) in
the M-phase. Its energy dependence ρ(ϵ) is quadratic on the
WTI/STI boundary (a), becoming almost linear at the tri-
critical point (b), while it acquires a finite value ρ(0) at ϵ = 0
on the M-side (c). We emphasize that these DOSs are not of
the surface, but of the bulk.

of γ-matrices in a 4 × 4 representation,

γµ =
(

0 σµ

σµ 0

)
, γ0 =

(
12 0
0 −12

)
, (3)

where σµ are Pauli matrices and 12 is 2× 2 identity ma-
trix. m0,m2 and t are mass and hopping parameters, and
Vr represents a potential disorder distributed uniformly
and independently between −W/2 and W/2.

For simplicity, we have assumed the Hamiltonian
Eq. (2) to be isotropic. In the actual computation we
set the mass and hopping parameters to m2 = 1, t = 2.
The linear size of the system L is taken to be 200 times
the lattice constant, which is enough to reach the thermo-
dynamic limit of DOS per unit volume. We also take the
average over two samples, although the statistical error
is already sufficiently small for L = 200, because of the
self-averaging nature of DOS. The order of the Cheby-
shev expansion in KPM is typically a few thousand, so
that the DOS becomes smooth. The periodic boundary
conditions are imposed on each direction.

The scaling form of the density of states per volume
near the Dirac point may be derived as follows. Be-
gin with a dimensionless quantity, the number of states
N(ϵ, L) below the energy ϵ in the system of size L in d
dimensions, and assume that it is a function of dimen-
sionless parameters L/ξ and ϵ/ϵ0,

N(ϵ, L) = F (L/ξ, ϵ/ϵ0) , (4)

where ξ is the characteristic length scale and ϵ0 is the
characteristic energy scale. They are related via the dy-
namical exponent z,

ϵ0 ∝ ξ−z . (5)
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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FIG. 3: (Color online) (a) The DOS at ϵ = 0. The point Wc

where ρ(0) → 0 indicates the tricritical point Pc. (b) The
DOSs around Wc (solid lines, W = 6.3, 6.4, 6.5 from bot-
tom to top). They can be approximated by a linear function
(dotted line).

The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two

Distance from the critical point:

Diverging length scale:
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Since the number of states should be proportional to Ld,
the above scaling form should be

N(ϵ, L) = (L/ξ)df (ϵξz) . (6)

From N(ϵ, L), the DOS per volume ρ(ϵ) is calculated
as

ρ(ϵ) =
1
Ld

dN(ϵ, L)
dϵ

, (7)

so that we finally obtain its scaling form,

ρ(ϵ) = ρ(−ϵ) = ξz−df ′(|ϵ|ξz) . (8)

The first equality comes from the symmetry of DOS
about ϵ = 0. Upon introducing the distance from the
tricritical point δ = |W − Wc|/Wc, we may assume that
the length scale ξ diverges near the tricritical point Pc

as,

ξ ∼ δ−ν , (9)

where ν is the critical exponent. Around Pc, the scaling
law, Eq. (8), therefore reads,

ρ(ϵ) ∼ δ(d−z)νf ′(|ϵ|δ−zν) . (10)

For ϵ → 0, i.e., when the argument of the scaling function
is small, one expects qualitatively different behavior in
the M-phase and on the DSM line. If the system has
Dirac cones, the DOS is expected to be proportional to
|ϵ|d−1 for |ϵ| ≪ ϵ0, so

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)d−1 = |ϵ|d−1δ−(z−1)dν . (11)

In the M-phase, on the other hand, the DOS is finite at
ϵ = 0, and

ρ(0) ∼ δ(d−z)ν(|ϵ|δ−zν)0 = δ(d−z)ν . (12)

Right at the tricritical point δ = 0, ξ dependences in the
prefactor and the argument of Eq. (8) should cancel, and
consequently,

ρ(ϵ) ∼ δ(d−z)ν(|ϵ|δ−zν)(d−z)/z = |ϵ|(d−z)/z . (13)

Armed with the above observations, we next study the
DOS numerically. First, the DOS at ϵ = 0 vanishes
[Fig. 3(a)] around

Wc = 6.4 ± 0.1 . (14)

We use this value to define δ. The DOSs around W = Wc,
i.e., near Pc, are plotted in Fig. 3(b). From the observed
energy dependence and Eq. (13), we estimate

(3 − z)/z = 1.00 ± 0.15 , (15)
z = 1.5 ± 0.1 . (16)
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FIG. 3: (Color online) (a) The DOS at ϵ = 0. The point Wc

where ρ(0) → 0 indicates the tricritical point Pc. (b) The
DOSs around Wc (solid lines, W = 6.3, 6.4, 6.5 from bot-
tom to top). They can be approximated by a linear function
(dotted line).

The result is consistent with the value z = 3/2 ob-
tained to the first order in the critical disorder strength
in Ref. [6].

Next we derive the critical exponent ν from the DOS
for small |ϵ|. On the DSM line, by fitting the data to

ρ(ϵ) ∼ c(δ)|ϵ|2 , (17)

and then by fitting the coefficient c(δ) to the form

c(δ)−1 ∼ δ3(z−1)νDSM , (18)

we find [Fig. 4(a)]

3(z − 1)νDSM ≃ 1.16 ± 0.05 , (19)
∴ νDSM ≃ 0.81 ± 0.21 . (20)

The result can be interpreted physically as vanishing ve-
locity of the Dirac electron along the DSM line towards
the tricritical point δ = 0,

v ∼ δ(z−1)ν ≈ δ0.4 . (21)

In the M-phase, on the other hand, by fitting the data
to Eq. (12), we find [Fig. 4(b)]

(3 − z)νM ≃ 1.36 ± 0.09 , (22)
∴ νM ≃ 0.92 ± 0.13 . (23)

The values of νM and νDSM agree within the margin of er-
ror, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in
the location of the critical point [6] yields the character-
istic νDSM = νM = 1, which also falls within our intervals
on both sides.

Lastly, and most importantly, we show that the single
parameter scaling law, Eq. (10), fits successfully all of
our numerical data. Figure 5 is the plot of the scaling
combination ρ(ϵ)δ−(d−z)ν vs. |ϵ|δ−zν , with the above es-
timates of Wc, z, and with using the average of the two
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ized by a different topological number protected by the
bulk energy gap, at the phase boundary the bulk spec-
trum is in general closed. In the present case the system
is also protected by time-reversal symmetry, and such a
gap closing appears as a (Kramers) degenerate pair of
point nodes, i.e., as the Dirac semimetal (DSM) [17] line
in the phase diagram. As disorder is increased the DSM
line also terminates at the intersection with the insulator-
metal phase boundary. In the following we focus on the
evolution of the DOS as one moves along the DSM line,
through the tricritical point Pc where the DSM line ter-
minates, and finally reaches inside the metallic phase.

We have previously established, by a detailed numeri-
cal study of the conductance [16], that although disorder
W shifts the position of the phase boundary [18–23] (de-
termined, e.g., by the position of the conductance peak),
it is nevertheless irrelevant; the peak height of the con-
ductance on the DSM line is not influenced by the disor-
der strength. It was also found [16] that on the DSM line
the DOS remains a quadratic function of low energies,
exactly as in the clean limit [see the curves (a) in Fig. 2].
Whereas the quadratic behavior is left intact by disorder,
the coefficient of the quadratic term, which is related to
the velocity v of Dirac electrons, is renormalized [24], as
in Eq. (21) below.

In this Letter we further quantify the behavior of the
DOS on the DSM line toward the diffusive metal phase,
and demonstrate that the DOS obeys a single parame-
ter scaling typical of second order phase transitions, with
new values of critical exponents. Our analysis is based
on a single parameter scaling hypothesis, which is sub-
stantially supported by numerical results. The scaling
behavior of the DOS is studied using the kernel polyno-
mial method (KPM) [25].

The 3D disordered Z2 topological insulator is modeled
as a Wilson-Dirac-type tight-binding Hamiltonian with
an effective momentum-dependent mass term [26],

m(k) = m0 + m2

∑

µ=x,y,z

(1 − cos kµ) , (1)

implemented on a cubic lattice. The topological nature of
the model is controlled by the ratio of two mass parame-
ters m0 and m2 such that an STI phase with Z2 (one
strong and three weak) indices [13–15] (ν0, ν1ν2ν3) =
(1, 000) appears when −2 < m0/m2 < 0, while the
regime of parameters: −4 < m0/m2 < −2 falls on a
WTI phase with (ν0, ν1ν2ν3) = (0, 111) (see Fig. 1).

In real space our tight-binding Hamiltonian reads

H =
∑

r

∑

µ=x,y,z

[
|r + eµ⟩

(
it
2

γµ − m2

2
γ0

)
⟨r| + h.c.

]

+
∑

r

|r⟩
[
(m0 + 3m2)γ0 + Vr14

]
⟨r| , (2)

where eµ is a unit vector in the µ-direction, and 14 rep-
resents the 4 × 4 identity matrix. γµ and γ0 form a set
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FIG. 2: (Color online) Density of states calculated at differ-
ent points of the phase diagram (2 ≤ W ≤ 7.5); (a) on the
WTI/STI boundary, (b) at the tricritical point, and (c) in
the M-phase. Its energy dependence ρ(ϵ) is quadratic on the
WTI/STI boundary (a), becoming almost linear at the tri-
critical point (b), while it acquires a finite value ρ(0) at ϵ = 0
on the M-side (c). We emphasize that these DOSs are not of
the surface, but of the bulk.

of γ-matrices in a 4 × 4 representation,

γµ =
(

0 σµ

σµ 0

)
, γ0 =

(
12 0
0 −12

)
, (3)

where σµ are Pauli matrices and 12 is 2× 2 identity ma-
trix. m0,m2 and t are mass and hopping parameters, and
Vr represents a potential disorder distributed uniformly
and independently between −W/2 and W/2.

For simplicity, we have assumed the Hamiltonian
Eq. (2) to be isotropic. In the actual computation we
set the mass and hopping parameters to m2 = 1, t = 2.
The linear size of the system L is taken to be 200 times
the lattice constant, which is enough to reach the thermo-
dynamic limit of DOS per unit volume. We also take the
average over two samples, although the statistical error
is already sufficiently small for L = 200, because of the
self-averaging nature of DOS. The order of the Cheby-
shev expansion in KPM is typically a few thousand, so
that the DOS becomes smooth. The periodic boundary
conditions are imposed on each direction.

The scaling form of the density of states per volume
near the Dirac point may be derived as follows. Be-
gin with a dimensionless quantity, the number of states
N(ϵ, L) below the energy ϵ in the system of size L in d
dimensions, and assume that it is a function of dimen-
sionless parameters L/ξ and ϵ/ϵ0,

N(ϵ, L) = F (L/ξ, ϵ/ϵ0) , (4)

where ξ is the characteristic length scale and ϵ0 is the
characteristic energy scale. They are related via the dy-
namical exponent z,

ϵ0 ∝ ξ−z . (5)Vanishing energy scale:

DoS @ Critical point: ρ(ε)�|ε|
(d-z)/z

The same scaling law

as the Anderson transition.
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near the zero energy for those disorder strengths around
the phase transition between the two metallic phases.
The DOS for the weaker disorder side vanishes at the zero
energy, where ⇢(E,W ) becomes a parabolic function in
E. The DOS in the stronger disorder side acquires a finite
value at E = 0 [24–27]. This feature is consistent with
self-consistent Born analyses (SCBA) [18, 25, 28? ] and
renormalization group (RG) analysis [24, 29], suggesting
that the former metallic phase belongs to the same phase
as the WSM phase in the clean limit; renormalized WSM
phase whose zero-energy state (an electronic state at the
band touching point; E = 0) has an infinite life time.
Meanwhile the latter phase is characterized by the zero-
energy state having a finite life time; di↵usive metallic
(DM) phase.

In the renoarmlized WSM phase, the density of states
near E = 0 is determined by an e↵ective Hamiltonian lin-
earized near the gapless points, Hk =

P
i vipi�i, where

v is renormalized velocity and p ⌘ k � k0 the momen-
tum distance from the respective Weyl point k0. Each
Weyl point contributes to DOS near E = 0 as ⇢(E) =
1
L3

P
p � (E � Ep) = 1

2⇡2L3v̄3E
2, with v̄ ⌘ |vxvyvz|

1/3

being an averaged velocity. On increasing the disor-
der strength, the renormalized velocity v evaluated from
the coe�cient of E2 decreases toward a certain critical
point (W = Wc); purple squares in Fig. 3b. At the
same point, ⇢(0) starts to take a finite non-negligible
value; blue circles in Fig. 3b, where the SCBA identi-
fies ⇢(0) as inversely proportional to the life time of the
zero-energy state [18]. We also find that all the data
points for the density of states near E = 0 collapse
into a single-parameter scaling function form, ⇢(E) =
�
(3�z)⌫

f(|E|�
�z⌫), with � ⌘ |W � Wc| [26, 30]. By fit-

ting the DOS curves into this scaling function, we de-
termine the dynamical exponent z = 1.53 ± 0.03 and
⌫ = 0.84 ± 0.1. [18] The scaling analysis in combination
with the SCBA unambiguously conclude the existence of
the quantum critical line between DM phase and WSM
phase at W = Wc.

Two-Terminal Conductance and Conductivity — To
characterize the renormalized WSM and DM phases, we
calculated the two-terminal conductance G in the in-
plane direction (x-direction) for the cubic system size
with various linear dimensions (L3 with L = 6, 8, · · · , 30)
via the transfer matrix method [31]. In the other two
spatial directions (y and z-directions), we impose either
periodic boundary condition (Gp) or open boundary con-
dition (Go). In the Chern insulator (CI) phase, G

p is
nearly zero at L = 30, while, for the two metallic phases,
an in-plane bulk conductivity �b is obtained from G

p by
the linear fitting (Gp = �bL+ b).

The calculated result shows that finite conductivity in
the DM and the WSM phase reduces to zero toward W =
Wc (Fig. 4). When combined with the SCBA result, this
behaviour is consistent with the Einstein relation for the

FIG. 3. (color online) (a) Density of states (DOS) at |�| = 0.6
near the zero energy state for those W near the critical point
intervening between DM and WSM phase. W increases from
bottom to top. (b) Cube of averaged velocity (v) and zero-
energy density of states evaluated from the fitting to ⇢(E =
0)+bE2 with v3 ⌘ 1/b (see also text) as a function of W . The
vertical dotted-dashed line and dashed line denote the critical
disorder strength at which v and ⇢(E = 0) vanish respectively
(see [18] for their determinations).

conductivity �(E);

�(E) = e
2
D(E)⇢(E). (2)

The di↵usion constant D(E) is given by the life time ⌧

and the averaged velocity v as D(E) = v2⌧
3 . SCBA re-

lates ⇢(E) with the inverse of the life time as ⇢(E) =
24/(⇡⌧W 2) [18]. Thus the relation tells that �(E =
0) = 8e2v2/(⇡W 2) remains finite not only in the DM
phase but also in the renormalized WSM phase. More-
over, since v vanishes at the critical point as above [26],
the Einstein relation also dictates that the conductiv-
ity reduces to zero at the critical point, being consistent
with our numerical observation (blue points near W = 2
in Fig. 4). Note that, from the DM side, �(E = 0)
vanishes as �

(d�2)⌫ [26? ], while, from the WSM side,
�(E = 0) / v

2 with v / �
(z�1)⌫ [26]. If we assume that

The result can be interpreted physically as vanishing
velocity of the Dirac electron along the DSM line towards
the tricritical point δ ¼ 0,

v ∼ δðz−1Þν ≈ δ0.4: (21)

In the M phase, on the other hand, by fitting the data to
Eq. (12), we find [Fig. 4(b)]

ð3 − zÞνM ≃ 1.36 $ 0.09; (22)

∴ νM ≃ 0.92 $ 0.13: (23)

The values of νM and νDSM agree within the margin of
error, and one expects in fact the same value on both sides
of the transition. The first order perturbation theory in the
location of the critical point [6] yields the characteristic
νDSM ¼ νM ¼ 1, which also falls within our intervals on
both sides.
Last, and most importantly, we show that the single

parameter scaling law, Eq. (10), fits successfully all of our
numerical data. Figure 5 is the plot of the scaling

combination ρðϵÞδ−ðd−zÞν vs jϵjδ−zν, with the above esti-
mates of Wc, z, and with using the average of the two
exponents, ν ¼ ðνDSM þ νMÞ=2 ¼ 0.86. A similar value for
νwould also follow had we solved Eqs. (19) and (22) under
the assumption that νM ¼ νDSM. After cutting off the
relatively large energy region outside the Dirac cone and
the very small energy region where the DOS becomes too
small to estimate numerically, all the curves in Fig. 2
collapse onto two distinct branches, corresponding to the
M phase and to the DSM line, respectively. This is the
central result of the present work.
The general scaling arguments imply interesting trans-

port properties as well. Consider, for example, the wave
packet dynamics [34]. We assume the mean square dis-
placement hr2ðt; ϵÞi of the state with energy ϵ at time t,
where h& & &i represents both quantal and ensemble averages
to be of the form

hr2ðt; ϵÞi ∼ ξ2gðtξ−z; jϵjξzÞ: (24)

In theM phase, one expects hr2ðt; ϵÞi ¼ 2dDðϵÞt for large t
with DðϵÞ the diffusion coefficient at energy ϵ. We focus
only on the state with ϵ ¼ 0,

hr2ðt; 0Þi ∼ ξ2−zt; (25)

implying the diffusion coefficientDð0Þ to diverge while the
conductivity σð0Þ ∼ ρð0ÞDð0Þ to vanish towards Pc as

Dð0Þ ∼ δ−ð2−zÞν; σð0Þ ∼ δðd−2Þν; (26)

the latter coinciding with the Wegner’s relation [35], and
predicts σð0Þ ∼ δ0.9. At Pc, the ξ dependence should vanish,
leading to

hr2ðt; 0Þi ∼ ξ2ðtξ−zÞ2=z ¼ t2=z ≈ t1.3; (27)

which implies superdiffusion: when z≃ 1.5 < 2, the sys-
tem at Pc is more diffusive than in the M phase. The
numerical verification of such a superdiffusive behavior is,
however, difficult, since we need to focus on the wave
packet dynamics of ϵ ¼ 0 state, the DOS of which is
vanishing. Study is in progress to improve the situation.
Another interesting quantity is the conductance distri-

bution along the DSM line. Away from Pc, the conductance
will be narrowly distributed about the value expected in the
absence of randomness as demonstrated in Ref. [22]. At Pc,
we expect the scale independent broad conductance dis-
tribution as in the case of the Anderson transition [36,37].
In summary, we have proposed the scaling of the density

of states as a characteristic of the semimetal to metal
transition in general, or, of the tricritical point among the
two topologically different insulating phases and the metallic
phase, in particular. In contrast to the conventional Anderson
transitions, the density of states plays the role of the order

FIG. 4 (color online). Dependence on δ (a) for Eq. (18) on the
DSM line and (b) for Eq. (12) in the M phase. We set Wc ¼ 6.4.

FIG. 5 (color online). Single parameter scaling of the DOS. The
upper branch corresponds to the DOS in the M phase, and the
lower branch to the DSM line. We set the parameters Wc ¼ 6.4,
z ¼ 1.5, and ν ¼ 0.86 ¼ ðνDSM þ νMÞ=2.
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Scaling behaviors in other parts of the phase diagram

üBI-WSM phase transition is controlled 
by FP0 in the clean limit;
unconventional scaling

X. Luo, et. al. Phys. Rev. B 98,
020201(R) (2018)

u Quantum Multicritical point (QMCP) is 
encompassed by three phases:  band 
insulator , renormalized  Weyl 
semimetal and diffusive metal phases
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Magnetic dipole model for BI-WSM transition
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MM AM m>0 : WSM phase

m=0 : a critical point 
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m<0 : 3D band Insulator 
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band insulator
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the model has a quadratic dispersion along the 
dipole direction, and a linear dispersion along 
the in-plane direction in the clean limit

B. Roy, et.al. arXiv:1610.08973 (2016)
X. Luo, et. al. Phys. Rev. B 97, 045129 (2018).
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unconventional scaling form of conductance along BI-
WSM transition
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FIG. 1. Schematic of the quantum phase transition between the BI
and WSM phases. The dark blue arrows denote renormalization group
(RG) flows [21,22]. The criticality of the quantum phase transition
at finite disorder strength is controlled by the critical point in the
clean limit (FP0, denoted by the • mark). For the stronger disorder
strength side, the quantum phase transition line is terminated by a
quantum critical point (FP1, denoted by the ⋆ mark). Inset: A phase
diagram of the tight-binding model for a three-dimensional layered
Chern insulator with disorders [21,22,33,34]. The disorder strength W

and interlayer coupling strength β correspond to # and the effective
mass m, respectively. The disorder strength W as well as the interlayer
coupling strength β drives the quantum phase transition between the
BI (3D Chern insulator) and WSM phases. In Figs. 2 and 4, we change
the effective mass m (interlayer coupling strength β) with fixed #

(disorder strength W ) (dashed red lines with arrows). In Fig. 3, the
system is on the BI-WSM phase transition line. In the lower panel of
Fig. 3, the system is on (or very close to) the FP1.

with time t′ = b t and the single-particle energy E′ = b− 1E.
Hereafter a symbol for the scale change, b ≡ e− dl < 1, counts
how many times we carry out a renormalization. Quantities
with and without a prime denote those after and before
the renormalization, respectively. As we will see below,
anisotropic scaling leads to unconventional forms of scaling
functions for the conductance and localization length at the
Weyl nodes (E = 0).

Let us begin with the scaling property of the zero-energy
conductance. According to the anisotropic scaling, the density
state per volume ρ(E) scales as ρ ′(E′) = b− (d− 1

2 − 1)ρ(E) at the
fixed point (FP0) [18,21,22], where b− (d− 1

2 ) and b+1 come from
Eq. (3) and E′ = b− 1E, respectively. The diffusion constant
along the dipole direction scales as D′

z = b− (1− 1)Dz = Dz,
while that along the perpendicular direction scales as D′

⊥ =
b− (1− 2)D⊥ [22]. Thus, the Einstein relation, σµ ≡ e2Dµρ,
gives the conductivity scaling at the fixed point in the clean
limit as σ ′

z = b− d+ 3
2 σz and σ ′

⊥ = b− d+ 5
2 σ⊥ , respectively [22].

With Gz ≡ σzL
d− 1
⊥ /Lz and G⊥ ≡ σ⊥ Ld− 3

⊥ Lz, one naturally
reaches the following scaling relations of the zero-energy
conductances under renormalization,

G′
µ(L′

z,L
′
⊥ ,#′,m′) = Gµ(Lz,L⊥ ,#,m), (4)

with µ =⊥ ,z, L′
z = b

1
2 Lz, L′

⊥ = bL⊥ , #′ = b− y##, and
m′ = b− 1m. y# is a scaling dimension of the short-ranged
disorder strength # and is negative, y# = − d + 5

2 < 0
(d = 3).

Equation (4) generates all the scaling properties of the zero-
energy conductances near the BI-WSM phase transition. We

start with tiny m and renormalize many times until the relevant
scaling variable m goes far away from the critical point, say,
m′ = 1. Relating b with small m, we obtain a scaling function
of the conductances as

Gµ(Lz,L⊥ ,#,m) = &µ(m
1
2 Lz,mL⊥ ,m|y#|#). (5)

For smaller m, we may replace the third argument with
zero. The conductance scaling function depends on the linear
dimension of system size along the dipole direction and that
along the perpendicular directions with different exponents in
m. This unconventional scaling form comes from the spatially
anisotropic scale-invariant property at the clean-limit fixed
point.

To test this scaling function in numerical simulations, we
take a tetragonal geometry, Lx = Ly = L⊥ = ηL2

z with a
fixed geometric parameter η, to reduce Eq. (5) into a single-
parameter scaling form,

Gµ

(
Lz,L⊥ = ηL2

z,#,m
)

= φµ(m
1
2 Lz; η). (6)

Using the same tetragonal geometry, we numerically calculate
the conductances of a tight-binding model for a layered Chern
insulator with disorders [21,22,33– 35]. In the tight-binding
model, we fix a disorder strength W and change an interlayer
coupling strength β (inset of Fig. 1). When the coupling
strength exceeds a critical value βc, the electronic system
undergoes a quantum phase transition from the BI phase
(β < βc) to the WSM phase with a pair of Weyl nodes (β >
βc). The same quantum phase transition can be induced by a
change of the disorder strength W with constant β. Criticality
of the quantum phase transition is controlled by the gapless
theory in the clean limit [Eq. (2)], where δβ = β − βc is
proportional to the effective mass m in Eq. (2). In the WSM
phase, a pair of Weyl nodes appear at kMM = (0,0, ± kz,c),
where kz,c ∝

√
δβ. In the finite-size tight-binding model calcu-

lation, we choose η = 1/25 and (Lz,L⊥ ) = (18,13), (20, 16),
(24, 23), (26, 27), (30, 36), (32, 41), all of which satisfy Lz =
ηL2

z approximately. The conductance along the µ direction
Gµ is calculated by the transfer-matrix method with periodic
boundary conditions for the transverse directions. For Gx(Gz),
we take 40 (5000) samples to obtain their averages.

Figure 2 shows Gx and Gz as a function of δβL2
z for the

constant W . Almost all the numerical data fit in the proposed
single-parameter scaling form [Eq. (6)]. Especially, the data
with larger system sizes near the critical point collapse into
the form better, indicating the validity of the single-parameter
scaling form. The conductances in the WSM phase side show
oscillatory behaviors as a function of δβL2

z . In the WSM phase,
the Weyl points appear at kMM = (0,0, ± kz,c). A finite-size
system with a periodic (fixed) boundary condition can feel
these Weyl nodes only when kz,c becomes equal to 2π/Lz

(π/Lz) times an integer. Thus, the conductances show peaks
when Lzkz,c matches the integer times 2π (π ) [35]. Since kz,c

scales as
√

δβ, the conductances shows oscillatory behaviors
as a function of δβL2

z . Notice also that Gz at the critical point
takes a vanishingly small value, while the critical conductance
value of Gx is much larger. The distinction can be attributed
to the spatial anisotropy in the clean-limit fixed point [35].

The critical conductance distribution (CCD) on the BI-
WSM phase boundary also shows an unusual scaling

020201-2
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Summary
• Rich phase diagram: Chern insulator, Anderson 

insulator, Weyl semimetal, diffusive metal
• Phase diagram: machine learning in real and k-

space
• Scaling behaviors: nontrivial behaviors of
– Density of states scaling for WSM/Metal, 

similar to Coulomb glass/metal transition.
– Conductivity scaling.

• 3D Topological insulator?

Let us first consider the features of surfaces states in the
presence of a small randomness. The situation is schemati-
cally described in Fig. 2. In the case of an STI or WTI(111),
at E ! 0, the surface states appear in the x–y and y–z planes,
but not in the x–z plane, since we impose the periodic
boundary condition in the y-direction. After integration over
y, we expect amplitudes along the sides of the x–z plane. On
the other hand, the surface states at E ! 0 appear only in the
y–z planes for WTI(001), and the large amplitudes are
expected along the z side. Whether they appear on the right or
left z side depends on the configuration of random potential.

We set W ¼ 3:0 and varied m0 2 ½$1:8;$1% to teach the
features of WTI(001), and m0 2 ½$0:8; 0% to teach those of
STI. These training parameters are along lines in the W–m0

plane, which are shown as dotted arrows in Fig. 3(a). To
teach the features of DM, we set W ¼ 10:0 and varied
m0 2 ½$2:5; 0:5%, while, for OI, we set W ¼ 3:0 and varied
m0 2 ½0:2; 0:7%. Actually, we do not know the phase diagram
for the set of parameters we consider, so we assumed that
changing m2;z ¼ 1 to 0.5 will not change the phase diagram
markedly, and chose the parameters according to the
knowledge of the randomness-free case, m2;z ¼ 0:5 and
W ¼ 0, together with information on the phase diagram for
the isotropic but disordered case, m2;z ¼ 1 and W > 0.27)

After teaching 4000 eigenfunctions in each phase, we
prepared 100 & 27 eigenfunctions with different m0 (100
values) and W (27 values), and let the machine determine
which phase each eigenfunction belongs to. We calculate the
probabilities P OI, P W001, P SW111, and P DM (¼ 1 $ P OI $
P W001 $ P SW111) that a given eigenfunction belongs to OI,
WTI(001), STI or WTI(111), and DM, respectively. Note that

the present method cannot distinguish WTI(111) from STI,
since WTI(111) contains surface states on all surfaces normal
to the x- and z-axes just as in STI, but, from the knowledge
of the randomness-free case, we can reasonably determine
whether the phase is STI or WTI(111).

The probabilities of OI, WTI(001), STI or WTI(111), and
DM are displayed as a color map in the W–m0 plane
[Fig. 3(a)]. We see that the phase boundaries between
insulators with different topologies shift as we increase W.
For example, when we start with the OI phase, say ðm0;WÞ ¼
ð0:3; 1:5Þ and increase the disorder W, we enter into the STI
phase at W ! 6. This is called the topological Anderson
insulator (TAI) transition.38–40) The present method captures
TAI and gives a phase diagram quantitatively consistent with
that obtained via the transfer matrix method.27,41) It should be
emphasized that one-dimensional (1D) training along a few
finite lines in a parameter space enables us to draw the 2D
phase diagram.

We next apply the trained CNN of the above case, t ¼ 2
and m2;z ¼ 0:5, to the case of t ¼ m2;z ¼ m2;x ¼ m2;y (¼ m2).
In the absence of randomness, this choice of parameters gives
OI for m0 > 0, STI for 0 > m0 > $2, and WTI(111) for
$2 > m0 > $4.36) The standard method of using the transfer
matrix27) to determine the phase diagram in the presence of
disorder breaks down for this choice of parameters, since the
transfer matrix connecting a layer to the next layer is not
invertible for t2 $ m2

2 ¼ 0.26) This choice of parameters,
therefore, demonstrates the wider validity of the machine
learning method. Results are shown in Fig. 3(b).

x y

z

STI WTI(001)
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z

x

z

x
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Fig. 2. Schematic of surface states in topological insulators, and the results
of integration over the y coordinate of numerically calculated eigenfunctions
(bottom panels). The periodic boundary condition is imposed in the
y-direction, and the fixed boundary condition in the x- and z-directions. In
the case of WTI(001), whether the strong amplitude region appears on the
right (x ! 40) or left (x ! 1) depends on the specific configuration of
randomness. In the bottom panels, the modulus squared of a numerically
obtained eigenfunction integrated over y is shown. ðm0;WÞ ¼ ð$0:16; 3Þ
(STI, bottom left) and ð$1:16; 3Þ [WTI(001), bottom right].
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Fig. 3. (Color) Color map of P OI, P W001, P SW111, and P DM. The intensity
0 & P OI þ 1 & P W001 þ 2 & P SW111 þ 3 & P DM is plotted. The shifts of the
phase boundaries OI=STI, STI=WTI(001), and WTI(001)=WTI(111) by
randomness are clearly seen. The arrows in (a) indicate the lines along which
machine learning for STI and WTI(001) has been performed. The phase
diagram where the transfer matrix method is not applicable, i.e., t ¼ m2;z ¼
1, is displayed in (b).
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