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イントロダクション：
⾮平衡多体物理

熱平衡系における「⾃由エネルギー最⼩化原理」に縛られ
ない、全く新しいクラスの物性やデバイス開発の可能性．

T. Tomita, et al., 
Sci. Adv. 3, e1701513 (2017).  
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presented here, in which the on-site occupancies are predominantly 
confined to n = 0, 1, 2.

We measure single-photon relaxation times of T1 ≈ 30 µs and 
dephasing times of µ≈∗T 3 s2  for the lattice sites (see Supplementary 
Information section F), corresponding to a single-photon loss  
rate of Γ1  =  1/T1  ≈  2π  ×  5  kHz and on-site dephasing rate 
Γ = / ≈ π ×∗T1 2 50kHzd 2 . We have thus realized a highly coherent pho-
tonic Bose–Hubbard lattice in the strongly interacting regime 
∣ ∣ Γ Γ! !U J ,1 d, as shown in Fig. 2b. The on-site frequency disorder 

is another crucial characteristic that should be compared with the other 
energy scales of the lattice: tunnelling, interaction and, more generally, 
the many-body gap of the state being studied. We achieve on-site dis-
order δε = δω01 ≲ 2π × 100 kHz, well below both J and U, where U is 
also the approximate excitation gap of the Mott state in the strongly 
interacting regime5. Currently, dephasing Γd is limited by electronic 
noise on the flux bias whereas disorder δε is limited by precision of the 
flux-bias calibration (see Supplementary Information section C);  
neither affects the present experiments.

Dissipative stabilization of a single lattice site
Before examining the more complicated challenge of stabilizing a Bose–
Hubbard chain, we consider the following simpler question: how do 
we stabilize a single lattice site with exactly one photon in the presence 
of intrinsic single-photon loss? A continuous coherent drive at ω01 can 
at best stabilize the site with an average single-excitation probability of 
P1 = 0.5 in the steady state, where the n = 2 state remains unpopulated 
because strong interactions make the drive off-resonant for the 1 → 2 
transition. To stabilize the site in the n = 1 state, one could implement 
a discrete feedback scheme in which the state of the site is continuously 
monitored, and whenever the occupation decays from n = 1 to n = 0, a 
resonant π pulse injects a single photon into the site. Such active feed-
back requires constant high-efficiency detection and fast classical con-
trol and works only for simple separable states. Here we explore ways 
to implement such stabilization autonomously by using an engineered 
reservoir. This autonomous approach has the required feedback built 
into the driven–dissipative Hamiltonian, enabling the preparation of 
many-body states with strong and even unknown correlations.

This idea of autonomous stabilization is akin to inverting atoms in 
laser- or optical-pumping schemes that are prevalent in atomic physics: 
a coherent optical field continuously drives an atom from the ground 
state to a short-lived excited state that rapidly decays to a long-lived tar-
get state. In the transmon, this means making one photon substantially 
shorter-lived than the other; to this end, it is helpful to be able to distin-
guish the two photons, for example, by different spatial wavefunctions 
or different energies. We take the latter route, harnessing on-site inter-
actions and elastic site-changing collisions to allow the coherent field 
to add pairs of photons with different energies and the narrow-band 
reservoir to provide an energy-dependent loss into which the entropy 
of the lattice site is shed, stabilizing the site into the n = 1 state.

We implement two different schemes for stabilizing a single lattice 
site: the ‘one-transmon’ and ‘two-transmon’ schemes. In the one- 
transmon scheme (Fig. 3a), which is akin to that described in ref. 45, we 
use the on-site n = 2 state and drive a two-photon transition from n = 0 
to n = 2 at frequency ωd = (ω01 + ω12)/2 and single-photon Rabi rate 
Ωd, which is off-resonant with respect to the n = 1 state by U/2. The 
2 → 1 photon loss is realized by coupling the stabilized site to the lossy 
site (R) at frequency ωR = ω21. The optimal stabilization fidelity P1 (the 
probability of having on-site photon occupancy n = 1) arises from a 
competition between the coherent pumping rate and various loss pro-
cesses: at low pumping rates, the photons are not injected fast enough 
to compete with the one-photon loss Γ1; at high pumping rates, the 
lossy site cannot shed the excess photons fast enough and the fidelity 
is limited by off-resonant coherent admixtures of zero- and two-photon 
states. The theoretically predicted single-site infidelity (1 − P1) for opti-
mal lossy channel and driving parameters scales as38 ∣ ∣Γ / /U( )1

1 2. The 
sign of the interaction U does not affect the physics of the experiments 
described in this paper, because the engineered reservoir is narrow- 
band and the lattice remains in the strongly interacting regime.

The measured steady-state stabilization fidelity using the one- 
transmon scheme is shown in Fig. 3b as a function of the driving  
frequency and strength. Driving the stabilized site resonantly at 
ωd ≈ ω01 = 2π × 4.738 GHz gives an on-site population that saturates 
at P1 ≤ 0.5, as expected. Near ωd = (ω01 + ω12)/2 = 2π × 4.610 GHz 
we observe single-site stabilization and the fidelity increases with driv-
ing strength until it reaches an optimal value of P1 = 0.81 ± 0.01 at 
Ωd = 2π × 28 MHz, after which the fidelity drops. Error bars in the 
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Fig. 2 | Building a Bose–Hubbard lattice in a superconducting circuit. 
a, Optical image of the device. Superconducting transmon qubits (Q1–Q8; 
yellow) constitute lattice sites with energies tunable by individual flux-
bias lines. Capacitive coupling between transmons leads to tunnelling J, 
and transmon anharmonicity gives the on-site interaction U. Readout 
resonators (green) enable site-resolved occupancy measurement via a 
common transmission line. A lossy resonator (red) acts as a cold reservoir 
for the stabilization process. Charge excitation of lattice sites is realized 
by driving the readout transmission line; a stabilization line (blue) drives 
only site Q1. Inset, close-up scanning electron microscope image of the 
transmon qubit, showing the bottom of the cross-shaped capacitor pad 
and the SQUID loop. See Supplementary Information for details of the 
sample parameters and fabrication (section A) and the measurement setup 
(section B). b, Measured on-site interactions U, tunnelling rates J, single-
photon losses Γ1, dephasing rate Γd and on-site disorder δε, demonstrating 
a high-coherence, low-disorder Bose–Hubbard lattice in the strongly 
interacting regime. Uncertainties in lattice parameters are small compared 
to site-to-site variations; details in Supplementary Information section F. 
c, The corresponding Bose–Hubbard chain (light grey), coupled at one 
end to the dissipative stabilizer (dark grey) with coupling Jc. Here we show 
an implementation of the stabilizer using the reservoir (red) and only one 
transmon (blue).

7  F E B R U A R Y  2 0 1 9  |  V O L  5 6 6  |  N A T U R E  |  5 3

R. Ma, et al., Nature 566, 51 (2019)

アクティブマター

For review, see e.g.,
M. C. Marchetti, et al., 
Rev. Mod. Phys. 85, 1143 (2013).



フロッケ時間結晶

M. Chollet et al., Science 307, 86 (2006)

⿃の群れ

しかし、まだまだ多くのことが未開拓．

J. Zhang et al., Nature 543, 217 (2020)
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多体系の熱平衡状態
(⾃由)エネルギー最⼩化原理
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AP axis, fluid moves radially inwards towards the embryo, reaches a 
maximum speed of 0.1–0.2 mm s−1 lateral to the embryo surface (Fig. 2b), 
and eventually moves towards the bottom of the well (Fig. 1e). The radial 
in-flow generated by isolated embryos can be described as a Stokes-
let flow34 (Fig. 2b, blue curve), a solution of the Stokes equation that 
describes the generic fluid flow around an external force (Supplementary 
Section 3.2.2). This force is related to the negative buoyancy of embryos. 
Indeed, the buoyant weight force Fg = 1.7 ± 0.4 nN estimated from sedi-
mentation speeds of immobilized embryos34 (Supplementary Section 1.4)  
is close to the Stokeslet strength Fst = 2.6 ± 0.3 nN obtained from fitting 
radial in-plane flow fields (Fig. 1b and Supplementary Section 2.1.6).

The self-generated Stokeslet flow stabilizes the upright AP-axis orien-
tation of embryos below the fluid surface (Supplementary Section 2.1.6).  
In addition, it induces an effective long-ranged hydrodynamic 

attraction between embryos, facilitating the assembly of clusters. 
Similar effects have been observed previously for bacterial and 
algal microswimmers near rigid surfaces3,34. Once two embryos 
are close together, their intrinsic spinning motions lead to an addi-
tional exchange of hydrodynamic forces and torques (Fig. 2d). 
Similar to pairs of Volvox colonies near a rigid surface34,38, nearby 
starfish embryos orbit each other, and their spinning frequency 
decreases compared with that of a freely spinning embryo. The excess 
cilia-generated torque from slower-rotating embryos34 manifests 
itself in systematic azimuthal flow contributions (Fig. 2c). To con-
firm our understanding of these hydrodynamic interactions, we 
complemented the Stokeslet flow of each embryo with additional 
contributions that reflect the effects of hydrodynamic interactions 
(Supplementary Section 3.2.2 and Supplementary Fig. 5). Flow fields 
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Fig. 1 | Developing starfish embryos self-organize into living chiral crystals. 
a, Time sequence of still images showing crystal assembly and dissolution 
(Supplementary Video 1). t = 0 h corresponds to the onset of clustering. Scale 
bar, 1 mm. b, Embryo morphology (left) and flow fields (right) change with 
developmental time. Shape scale bar, 100 µm. Flow-field scale bar, 200 µm. See 
Supplementary Information for uncropped morphology images. c, Embryos 
assembled in a crystal perform a global collective rotation (Supplementary 

Video 2). Scale bar, 2 mm. d, Spinning embryos (yellow arrows) in the crystal 
form a hexagonal lattice, containing fivefold (purple) and sevenfold (orange) 
defects. Scale bar, 0.5 mm. e, Schematic of embryo dynamics and fluid 
flows from side view (left) and top view (right). Crystals of spinning embryos 
form near the air–water interface. Self-generated hydrodynamic flows lead to 
an effective attraction between surface-bound embryos. Blue arrows depict 
fluid flows, dark red arrows indicate rotations of groups of embryos.

T. H. Tan, et al., , Nature 2022 
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(extracted from) the wave front when 2ε
p
du
dx is negative (positive),

whereby the system is constantly driven out-of-equilibrium.
This leads to waves with two unprecedented features, namely
spatial asymmetry at all frequencies and unidirectional
amplification.

Nonreciprocal robotic metamaterial. In order to create a system
with such effective nonreciprocal local interactions, a necessary
but not sufficient condition is to add external forces. Our strategy
for achieving such nonreciprocal interactions is to apply strain-
dependent forces at each site, i.e., forces that are proportional to
the strain in the neighboring springs22. These local forces inject—
linear or angular—momentum and work into the mechanical
degrees of freedom. To do so, we built a metamaterial made of ten
“robotic” building blocks (Fig. 2a) with rotational degrees of
freedom. Each robotic unit cell consists of a mechanical rotor
with a rotational moment of inertia J, of a local control system,
and is mechanically coupled to its neighbors via pre-stretched
elastic beams resulting in a torsional stiffness C (Fig. 2b, c). The
control system measures the rotor’s angular position θL, collects
that of its right neighbor θR, and applies an additional torque on
the left rotor τM= Cf(α)(θL− θR). The parameter α is a dimen-
sionless feedback parameter. The feedback gain f(α) plays a
similar role as the parameter ε in the model of Fig. 1, yet with a
subtle difference. In the experiment, the active force is applied
only on the right neighbor, whereas in the model, the active force
is applied on both left and right neighbors (Methods, Mass-and-
spring model with nonreciprocal springs). We calibrate the tor-
que vs. angle response between two unit cells and find, as
expected, that CL→R= C differs from CR→L= C(1− f(α))
(Fig. 2d), therefore breaking reciprocity. While such tunable
nonreciprocal response is not surprising—ultimately it is achieved
at the level of each unit cell’s microcontroller—the novelty of our
approach lies in coupling many such robotic nonreciprocal unit
cells together and making use of the fact that the bandwidth of

the electronic components is much larger than that of the
mechanical degrees of freedom. As a result of the interaction
between multiple robotic building blocks, unique nonreciprocal
wave phenomena emerge, as we will see in the following sections.

To test the predictions of the mass-and-spring model, we now
investigate experimentally and numerically the stationary
response of our ten-unit cells robotic metamaterial to harmonic
excitations on the left and on the right edges over a wide range of
input frequencies (Methods, Calibration and measurements). In
the reciprocal case α = 0 (Fig. 3a), we observe from experiments
that the amplitudes of oscillation of each unit cell either decay
exponentially (low frequencies) or oscillate (high frequencies)
from one unit cell to another. We model the robotic metamaterial
as 10 coupled oscillators interacting with each other via
nonreciprocal stiffnesses CL→R and CR→L. To do so, we take into
account additional effects such as the bending of the rubber bands
and the inherent damping of the oscillators and quantify them via
independent calibration (Methods, Calibration and measure-
ments). The model matches the observations very accurately
without any fit parameters until 3 Hz, above which the numerical
model is too simplistic to accurately capture internal vibrations of
the rubber bands (Methods, Numerical model of the robotic
metamaterial). For all actuation frequencies, we observe from the
model and the experiment that the responses to left and right
excitations is simply related to mirror symmetry, which
demonstrates that the metamaterial response is inherently
symmetrical. In contrast, in the nonreciprocal case α= 0.43
(Fig. 3b), we observe a strong asymmetry in the angular
displacement profiles. When excited from the right, the response
is more localized close to the excitation point and when excited
from the left, the response is more extended toward the right and
even increases for large frequencies. This asymmetry is further
quantified by the spatial decays of the profiles, which are opposite
in the reciprocal case α= 0 (Fig. 3c) and differ in the
nonreciprocal case α= 0.43 (Fig. 3d), regardless of the driving
frequency. Figure 3d therefore demonstrates the emergence of
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AP axis, fluid moves radially inwards towards the embryo, reaches a 
maximum speed of 0.1–0.2 mm s−1 lateral to the embryo surface (Fig. 2b), 
and eventually moves towards the bottom of the well (Fig. 1e). The radial 
in-flow generated by isolated embryos can be described as a Stokes-
let flow34 (Fig. 2b, blue curve), a solution of the Stokes equation that 
describes the generic fluid flow around an external force (Supplementary 
Section 3.2.2). This force is related to the negative buoyancy of embryos. 
Indeed, the buoyant weight force Fg = 1.7 ± 0.4 nN estimated from sedi-
mentation speeds of immobilized embryos34 (Supplementary Section 1.4)  
is close to the Stokeslet strength Fst = 2.6 ± 0.3 nN obtained from fitting 
radial in-plane flow fields (Fig. 1b and Supplementary Section 2.1.6).

The self-generated Stokeslet flow stabilizes the upright AP-axis orien-
tation of embryos below the fluid surface (Supplementary Section 2.1.6).  
In addition, it induces an effective long-ranged hydrodynamic 

attraction between embryos, facilitating the assembly of clusters. 
Similar effects have been observed previously for bacterial and 
algal microswimmers near rigid surfaces3,34. Once two embryos 
are close together, their intrinsic spinning motions lead to an addi-
tional exchange of hydrodynamic forces and torques (Fig. 2d). 
Similar to pairs of Volvox colonies near a rigid surface34,38, nearby 
starfish embryos orbit each other, and their spinning frequency 
decreases compared with that of a freely spinning embryo. The excess 
cilia-generated torque from slower-rotating embryos34 manifests 
itself in systematic azimuthal flow contributions (Fig. 2c). To con-
firm our understanding of these hydrodynamic interactions, we 
complemented the Stokeslet flow of each embryo with additional 
contributions that reflect the effects of hydrodynamic interactions 
(Supplementary Section 3.2.2 and Supplementary Fig. 5). Flow fields 
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Fig. 1 | Developing starfish embryos self-organize into living chiral crystals. 
a, Time sequence of still images showing crystal assembly and dissolution 
(Supplementary Video 1). t = 0 h corresponds to the onset of clustering. Scale 
bar, 1 mm. b, Embryo morphology (left) and flow fields (right) change with 
developmental time. Shape scale bar, 100 µm. Flow-field scale bar, 200 µm. See 
Supplementary Information for uncropped morphology images. c, Embryos 
assembled in a crystal perform a global collective rotation (Supplementary 

Video 2). Scale bar, 2 mm. d, Spinning embryos (yellow arrows) in the crystal 
form a hexagonal lattice, containing fivefold (purple) and sevenfold (orange) 
defects. Scale bar, 0.5 mm. e, Schematic of embryo dynamics and fluid 
flows from side view (left) and top view (right). Crystals of spinning embryos 
form near the air–water interface. Self-generated hydrodynamic flows lead to 
an effective attraction between surface-bound embryos. Blue arrows depict 
fluid flows, dark red arrows indicate rotations of groups of embryos.
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displacement, which is sufficient to ensure linear momentum con-
servation, but not angular momentum conservation (see Methods). 
As a consequence, an odd-elastic solid can experience an internal 
torque density even when solid body rotations do not induce stress. 
For example, in the microscopic model shown in Fig. 1, compres-
sion and elongation result in microscopic torques, which then leads 
to the elastic modulus A in the continuum limit.

Given the appearance of additional elastic moduli, for example 
A and Ko

I
 in equation (2), a natural question is how to control their 

relative values by microscopic design. For example, are there micro-
scopic building blocks for odd elasticity that, in contrast to Fig. 1, 
conserve angular momentum? In the Supplementary Information, 
we show that such a unit must involve non-pairwise interactions. 
Extended Data Fig. 1a shows an example built from motorized 
hinges that exert angular tensions to widen or contract each angle of 
a honeycomb plaquette. Crucially, each motor is designed to exert 
an angular tension proportional to the angular strain of its counter-
clockwise neighbour only. This is captured by the equation

Ti ¼ "κδθi " κaδθi"1 ð4Þ

where Ti and δθi are, respectively, the angular tension and displace-
ment of the ith vertex, κ provides passive bond bending stiffness and 
κa provides the crucial non-conservative, non-reciprocal response. 
Like the model in Fig. 1, equation (4) does not follow from a poten-
tial because the active plaquette may be brought through a quasi-
static cycle that extracts energy, as shown in Extended Data Fig. 
1b. Moreover, linear momentum is conserved and the forces only 
depend on the relative positions of the particles. However, given 

that each angular motor, by definition, exerts equal and opposite 
torques on its two constituent edges, the total angular momentum is 
conserved, in contrast to the active bonds in Fig. 1. As a result, the 
modulus A, and any entry in the second row of the matrix in equa-
tion (2), must be zero for a material built out of these plaquettes. We 
note that the microscopic models in both Fig. 1 and Extended Data 
Fig. 1 will also give contributions to the antisymmetric parts of the 
viscosity tensor ηoijmn ¼ "ηomnij

I
 in a viscoelastic solid when δr and 

δθi in equations (1) and (4) are replaced by δ_r
I

 and δ _θi
I

, respectively 
(see Supplementary Information). Furthermore, both the micro-
scopic models are chiral. In the Supplementary Information, we 
show that 2D odd-elastic solids must be chiral provided that they 
are isotropic, but anisotropic ones need not be.

The concept of odd elasticity extends naturally to three dimen-
sions. In analogy to equation (2), a full classification of odd elasticity 
in 3D is obtained by decomposing the strain tensor using irreduc-
ible representations of SO(3) (see Supplementary Information). The 
elastic modulus tensor displays up to 36 moduli that are not present 
in standard elasticity because they cannot be derived from an elastic 
potential, and these moduli yield up to four independent elastic energy 
cycles. A 3D odd-elastic solid must necessarily be anisotropic33,34,  
and the elastic modulus tensor in 3D is always achiral, irrespective 
of odd elasticity. We note that odd elasticity cannot exist in solids 
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Unlike shear coupling in anisotropic passive solids, the induced stress is 
always rotated 45° counterclockwise relative to the applied strain. c, An 
odd-elastic material is subjected to a closed cycle in deformation space. 
First, a counterclockwise rotation is followed by a volumetric strain ϵV, 
inducing a torque density AϵV. Next, the object does work AϵVϵθ on its 
surrounding as it is rotated clockwise through an angle ϵθ, before being 
compressed to its original size. The total work done is A times the area 
enclosed in deformation space: ϵVϵθ. d, An analogous cycle involving only 
shear stress and shear strain.
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Fig. 3 | Static response in an odd-elastic solid. a, A honeycomb lattice 
with nearest-neighbour and next-nearest-neighbour odd springs can have 
Ko>0
I

 and A!=!0 (and B, μ!>!0). When subject to uniaxial compression, 
such a solid responds by both net contraction (proportional to ν (blue)) 
and horizontal deflection (proportional to νo (red)). b, Force balance in the 
uniaxial compression, shown schematically. Net strain can be decomposed 
into compression and shear in two directions. The resulting boundary 
stresses (arrows) cancel pressure on the top and bottom surfaces and 
maintain no stress on the sides. Black arrows show the response in the 
absence of odd elasticity and red arrows show the stresses due to Ko

I
.  

c, Analytical calculations for the odd and Poisson’s ratios with numerical 
validation. Simulations are performed using the honeycomb lattice  
(see Supplementary Information).
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with rab ≠ rba, reduces to equation (1) by letting ua(x) = Aa(x)eikx + c.c., 
where k is a wavevector and the complex amplitude is decomposed as 
A v v≡ + ia a

x
a
y (Methods).

Let us start with two populations A and B, and parity not explicitly 
broken. When the interactions are reciprocal, we find (besides a disor-
dered phase) two static phases where vA and vB (red and blue arrows in 
Fig. 1g) are (anti)aligned in analogy with (anti)ferromagnetism. When 
the interactions are non-reciprocal, the coefficients in equation (1) 
become asymmetric (for example, A A≠ab ba) and a time-dependent 
chiral phase with no equilibrium analogue emerges between the static 
phases (Fig. 1g, h). In the chiral phase, parity is spontaneously broken: 
vA and vB rotate at a constant speed Ωss with a fixed relative angle, either 
clockwise or anticlockwise (see Supplementary Video 1 for a demon-
stration with programmable robots). Figure 1a–f illustrates the aligned–
chiral transition in synchronization, flocking and pattern formation. 
This transition also occurs in viscous fingering15,41 (Fig.  1e,  f ), 
liquid-crystal solidification42, lamellar eutectics growth43, overflowing 
fountains44, and other natural phenomena that can be modelled by 
amplitude equations with asymmetric couplings between different 
harmonics of the same field (Methods).

The chiral phase is caused by the frustration experienced by agents 
with opposite goals: agent A wants to align with agent B but not 
vice-versa. This dynamical frustration results in a chase and runaway 
motion of the order parameters va (where a = A, B). Crucially, a stable 
chiral phase hinges on a subtle interplay between noise and many-body 
effects. Consider the exactly solvable bipartite Kuramoto model in 
equation (2) with η(t) = 0 and identical frequencies within each species. 
This system can be mapped to the dynamics of only two agents 

(Supplementary Information section IX). Unless   JAB = − JBA exactly, 
agents A and B would eventually catch up with each other and reach 
alignment or anti-alignment (henceforth, (anti)alignment) (Supple-
mentary Information section VIII). However, frequency disorder or 
noise in equation (2) constantly resets the chiral motion of A/B pairs. 
The noise-activated motions of individual agents become macroscop-
ically correlated through their interactions: the chiral phase is stabi-
lized. We verified this by computing the standard deviations of the 
order parameters that decrease as N1/  with the number of agents N; 
see Extended Data Fig. 2b. In flocking too, noise enlarges the chiral 
phase region (Fig. 2b, c).

Contrast our many-body chiral phase with parity-breaking phenom-
ena occurring with only a few degrees of freedom, for instance, with  
two coupled laser ring resonators18,45 (Supplementary Information 
section XII). In the latter  case, the state of the system switches between 
clockwise and anticlockwise under the effect of noise45, destroying the 
chiral phase. This process also occurs in our systems for small N: it is 
captured by adding in equation (1) a hydrodynamic noise (Supplemen-
tary Information section X and Extended Data Fig. 2a). The average 
time τ between chirality flips follows an Arrhenius law, τ = τ0exp(∆/σ2), 
where ∆ is the height of the barrier between clockwise and anticlockwise 
states, σ is the standard deviation of the hydrodynamic noise, and τ0 is 
a microscopic constant. For large N, the central limit theorem suggests 
that σ2 ~ 1/N (where ~ indicates asymptotic behaviour; consistent with 
numerics in Supplementary Information sections VIII–X and Extended 
Data Fig. 2b) and τ ~ exp(N). The chiral phase is salvaged by many-body 
effects. In optics, this scenario could be realized in non-reciprocal 
photonic networks of many coupled lasers18,33,46–48.
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Fig. 1 | Exceptional transitions: examples and mechanism. Non-reciprocal 
interactions ( JAB ≠ JBA) between two species A and B (in blue and red) induce a 
phase transition from static alignment to a chiral motion that spontaneously 
breaks parity. a, b, Non-reciprocal synchronization. Robots (programmed as 
non-reciprocal spins) spontaneously rotate either clockwise or anticlockwise, 
despite no average natural frequency (ωm = 0 in equation (2)). (Methods, 
Supplementary Information sections IX,  XIV, Supplementary Video 1)  
c, d, Non-reciprocal flocking. Self-propelled particles run in circles despite the 
absence of external torques (Supplementary Information sections V–VII and 
Supplementary Video 3). e, f, Non-reciprocal pattern formation. A 
one-dimensional pattern starts travelling, either to the left or to the right 
(Methods). The figure represents an experimental observation of viscous 
fingering at an oil–air interface adapted with permission from ref. 15, 

copyrighted by the American Physical Society. g, Schematic bifurcation 
diagram of the exceptional transition showing the frequency of the steady 
state, Ωss. Between the static (anti)aligned phases with Ωss = 0, an intermediate 
chiral phase spontaneously breaks parity. Two equivalent steady states 
(clockwise and anticlockwise, corresponding to opposite values of Ωss) are 
present in this time-dependent phase, which can be seen as a manifestation of 
spontaneous PT-symmetry breaking. The chiral phase continuously 
interpolates between the antialigned and aligned phases, both through |Ωss| 
and through the angle between the order parameters vA and vB. h, The 
transition between (anti)aligned and chiral phases occurs through the 
coalescence of a damped (orange) and a Goldstone (green) mode at an 
exceptional point (EP, red circle). In the chiral phase, the growth rates are drawn 
in purple.
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Long-range Order and Directional Defect Propagation in the Nonreciprocal XY

Model with Vision Cone Interactions
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We study a two-dimensional, nonreciprocal XY model, where each spin interacts only with its
nearest neighbours in a certain angle around its current orientation, in analogy to a vision cone
found in active systems. Using energetic arguments and Monte-Carlo simulations we demonstrate
the emergence of a long-range ordered phase. A necessary ingredient is a configuration-dependent
bond dilution entailed by the finite vision cones. Strikingly, defects propagate in a directional
manner, thereby breaking the parity and time-reversal symmetry of the spin dynamics. This is
detectable by a non-zero entropy production rate.

A growing number of papers demonstrates that nonre-
ciprocal (NR) interactions which break the actio=reactio
principle are the origin of intriguing physical phenomena
in nonequilibrium systems [1–9]. A prominent example
are travelling-wave phases in binary fluids, which can be
caused by NR coupling between the two fluid compo-
nents [2, 3]. These time-dependent phases break the par-
ity P, time T , and PT symmetry of the system, and their
emergence has been linked to the existence of underlying
exceptional points [1]. In solids and soft crystals it was
recently shown that NR interactions may introduce odd
elasticity [4, 5]. A common source of nonreciprocity in bi-
ological and artificial systems is perception within a finite
vision cone, which naturally leads to interactions that
are NR and orientation-dependent. For example, which
neighbours a bird in a flock reacts to depends on its cur-
rent orientation. The few studies in this area showed that
vision cone interactions can lead to the formation of new
self-organized patterns in motile active matter [10–13].

In this Letter, we study how NR vision cone interac-
tions a↵ect the behavior of many-body systems on a lat-
tice to gain deeper insights into the underlying physical
mechanisms. Indeed, lattice models have proven invalu-
able to study fundamental questions of statistical physics,
in particular, concerning the emergence of phases and
phase transitions, also of active matter [14, 15]. In
addition, lattice models have numerous applications in
physics, engineering, socioeconomics, and biology. Here,
we implement vision cone interactions into the XY model
with short-range coupling (Fig. 1), which allows us to
study the interplay of a continuous rotational dynam-
ics, alignment interactions and vision cones. We uncover
two intriguing phenomena. First, NR interactions can
induce a stable long-range ordered (LRO) phase. This
is in sharp contrast to the standard short-ranged XY
model, in which a LRO phase is forbidden by the Mermin-
Wagner theorem. Remarkably, LRO even arises for vi-
sion cones that are almost 360�. Second, the vision cone
interactions cause defects to propagate in a directional,

FIG. 1. Illustration of the model, here on a hexagonal lattice.
(a) Each spin interacts only with those nearest neighbours
lying in its vision cone of size ✓. (b) If the spin orientation �
lies in the EUR (6 grey shaded regions), the total number of
coupled neighbours is reduced by one. In (a,b) ✓ = 150�. (c)
Probability distributions P (�) in the LRO phase at T = 0.15.

parity-broken manner. This directional spin dynamics
also breaks the time-reversal symmetry, which we mea-
sure by the entropy production rate (EPR). Indeed, we
have recently shown that nonreciprocity generally causes
EPR > 0 [6]. Here, we find that the EPR has a maximum
close to the onset of the disordered phase. Using a NR
version of the classical XY model enables us to rational-
ize these main e↵ects of the vision cones by adapting a
language and toolbox well-known from equilibrium sta-
tistical mechanics, including spin wave excitation, energy
minimization, and bond percolation.

Model.— We consider a two-dimensional lattice of
spins Si 2 R2, i 2 {1, 2, ...., L2

}, whose orientations
�i 2 [0, 360�) can continuously rotate in the lattice plane.
All spins are connected to a heat bath at temperature T .
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(a) disordered (b) aligned

(c) antialigned (d) chiral

FIG. S2. Snapshots of simulations of the Vicsek model. We set the noise to (a) ⌘ = 200 ⇥ 10�2 and (b,c,d) ⌘ =
2 ⇥ 10�2 and the coupling matrices (JAA, JAB ; JBA, JBB) are (a) 1 ⇥ 10�4 ⇥ (1, 1; 1, 1); (b) (1, 1; 1, 1); (c) (1,�1;�1, 1); (d)
0.39⇥(1,�0.25; 0.25, 1) See SI Video 3 for the full simulation. The simulations exhibit (a) disordered, (b) flocking, (c) antiflocking
and (d) chiral behaviors that are consistent with the prediction made from the hydrodynamic theory constructed and analyzed
in the following sections.

(This means that ⌘a
i (t) scales as p

⌘, contrary to what the notation might suggest.) We set

Jab
ij = JabH(R0 � kri � rjk). (S25)

where H is the Heaviside step function. In the derivation of the hydrodynamic model, we will simplify the analysis by
replacing the Heaviside step functions by Dirac distributions.

B. Molecular dynamics simulations of the Vicsek model

We perform simple molecular dynamics simulations of a moderately large number of active agents following Eqs. (S22).
As shown in Fig. Fig. S2a-d and SI Video 3, we observe disordered, flocking, antiflocking, and chiral behaviours
consistent with the results of the hydrodynamic theory constructed in the following sections.

We simulate N agents following Eqs. (S22) discretized using the Euler–Maruyama scheme with a timestep �t, with a
ratio NA/NB between two populations populations A and B, in a L ⇥ L box with periodic boundary conditions, for
a duration Tsim. The couplings in Eq. (S22) are set by Eq. (S25). We set N = 512, NA/NB = 1, v0 = 0.5 R0 = 2,
L = 8, Tsim/�t = 8000 with �t = 0.01.

Figure S2a-d shows snapshots of the simulations (see also SI Video 3). At large noise, the agents move in random
directions, corresponding to a disordered phase (panel a). When the noise strength is reduced, the system exhibits a
transition to flocking [32, 40]. In the reciprocal case (when JAB = JBA), the system reaches a macroscopically static
phase in which the agents in the same group align and spontaneously break the rotation symmetry (panels b,c). The
agents in the different communities are (anti)aligned when JAB = JBA > 0(< 0), as shown in panel b(c). When
the interaction are non-reciprocal (when JAB 6= JBA, and in particular when JAB and JBA have opposite signs), a
macroscopically time-dependent phase appears, where the agents exhibit a macroscopic chiral motion (panel d). This
is consistent with the hydrodynamic analysis performed in Sec. VI. We didn’t investigate finite size effects.
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磁性

同調現象 (蛍)

from BBC 
http://www.bbc.com/travel/story/2017011
2-a-surreal-synchronised-wave-of-light

超伝導

http://kids.gakken.co.jp/kagaku/nan
demo/0808_1.html

群れ

https://blogs.sw.siemens.com/solidedge/stuff-
to-do-at-seu-birds-of-a-feather/

(image from Wikipedia)

相転移現象
気液相転移

https://mineral-medix.com/water-boiling/

レーザー

(image from Wikipedia)

⾮平衡相転移

熱平衡系の相転移



⽐熱

熱平衡系の相転移：
ランダウ理論(=エネルギー最⼩化原理)

𝐹 𝜙 = 𝛼 𝑇 𝜙 " + 𝛽 𝜙 #

𝑇 > 𝑇!

𝑇 < 𝑇!

𝐹 𝜙

𝜙

ランダウの⾃由エネルギー

𝜙: Generic order parameter  (e.g. 𝜙 = 𝑀 for magnetism)

感受率

空間勾配と熱的ノイズ
を加える 静的/動的臨界現象

Hohenberg and Halperin, Rev. Mod. Phys (1977)
(ただし揺動散逸定理を満たす)



Ø 群れ

Vicsek PRL 1995

無秩序相 群れ相

𝒗

近傍

近傍の⿃と
向きを揃える

ノイズ

⾃発的対称性の破れ

𝒗𝟎

𝒗𝟎

𝒗𝟎

⾮平衡相転移における「ランダウ理論」

𝒗



Ø 群れ

Vicsek PRL 1995

無秩序相 群れ相

𝒗

⾃発的対称性の破れ

𝜕$𝒗 + 𝒗 ⋅ ∇ 𝒗 = −
𝛿𝐹 𝒗
𝛿𝒗

+ 𝐷∇"𝒗 + 𝜉,

𝐹 𝑣

𝑣

相 ： エネルギー最⼩化原理で決定

Toner and Tu PRL 1995

⾮平衡相転移における「ランダウ理論」

ランダウ理論は有効！

𝒗

「ランダウ⾃由エネルギー」𝐹 𝒗 = 𝛼 𝒗 𝟐 + 𝛽 𝒗 𝟒

(熱平衡系では通常起こらない)
2次元系での⻑距離秩序をもたらす



Ø 光学双安定

Ø レーザー
𝜕!𝑛"#$ = − 𝛾%&'' − 𝛾()*+ 𝑛"#$ − Γ𝑛"#$,

Maghrebi and Gorshkov PRB2016.

The boson operator â (â†) annihilates (creates) an
excitation in the resonator. The dynamics is described by
the Lindblad master equation for the density matrix ρ̂ðtÞ:

∂ρ̂ðtÞ
∂t ¼ i½ρ̂; ĤðtÞ% þ γ

2
ð2â ρ̂ â† − â†â ρ̂−ρ̂â†âÞ: ð2Þ

Equation (2) can be written as ∂tρ̂ ¼ L̂ ρ̂, where L̂ is the
Liouvillian superoperator. L̂ has a complex spectrum, of
which two eigenvalues λ are particularly relevant for the
long-time dynamics: (i) λ ¼ 0 corresponds to the steady
state, and (ii) the nonzero eigenvalue with the real part
closest to zero is the Liouvillian gap λ̄.
An exact expression for the steady-state photon density

predicted by Eq. (2) was found in Ref. [4]. This exact
solution is shown as a gray line in Fig. 1(c), for U=γ ¼
0.0075 and a laser-cavity detuning Δ ¼ ω − ω0 ¼ γ. The
MFA follows from assuming the field to be coherent
with amplitude αðtÞ ¼ hâi. Equation (2) then reduces to
ið∂α=∂tÞ ¼ ðω0 − iðγ=2Þ þ Ujαj2Þαþ

ffiffi
I

p
e−iωt. The black

line in Fig. 1(c) is the corresponding MFA calculation,
displaying bistability for 31 < I=γ2 < 33. While the MFA
implies a hysteresis cycle when varying the power across
the bistability, the quantum solution is unique. This
apparent contradiction is due to the absence of fluctuations
in the MFA [3,4]. Fluctuations (quantum or classical)
render the mean-field steady states metastable [36,37],
and the unique steady state corresponds to their average.
The reconciliation between numerous reports of optical

bistability [31,38–46] and the quantum prediction of a
unique steady state [4] follows from the fact that fluctuations
can take astronomical times to induce switching between
metastable states. Historically, this switching time is known
as the tunneling time for bistability τtunn [47–49], first-
passage time [5], quantum activation time [50], or the
(inverse) asymptotic decay rate [26]. We will label this
characteristic time as τtunn, which is obtained byminimizing
the Liouvillian gap λ̄ as a function of I. λ̄ is calculated
numerically by diagonalizing L̂. Figure 1(d) shows τtunn as a
function of Δ=γ for different U=γ. For weak interactions
and/or large detunings, τtunn can vastly exceed realistic
measurement times. Consequently, hysteresis measurements
performed within a shorter time than τtunn lead to an apparent
bistability. In this vein, Casteels and co-workers predicted
how the hysteresis area should be influenced by quantum
fluctuationswhen the scanning time across the “bistability” is
commensuratewith τtunn [22]. They predicted a double power
law decay of the hysteresis area [22], in contrast with
previous reports of a single power law decay [40].
To measure dynamic optical hysteresis, we use micro-

pillars etched from a GaAs λ planar cavity containing one
8 nm In0.04Ga0.96As quantum well and surrounded by two
Ga0.9Al0.1As=Ga0.05Al0.95As distributed Bragg reflectors
with 26 and 30 pairs of layers at the top and bottom,
respectively. We use rectangular micropillars where

discrete states are many linewidths apart and orthogonal
linearly polarized modes are nondegenerate. Thus, our
configuration emulates a single mode nonlinear cavity as
described by Eqs. (1) and (2). The sample is maintained at
4 K and driven by a frequency-tunable single-mode laser.
We probe the lowest energy mode of the micropillars,
whose linewidth ranges from 28 to 34 μeV [35]. The value
of U is estimated from the energy of the confined polariton
mode and its exciton fraction [35]. The laser power is
modulated by an electro-optic modulator (EOM) fed by a
waveform generator [see Fig. 2(a)]. The waveform contains
a series of ∼50 triangular ramps of variable time duration.
The transmission through the cavity is measured with a
photodiode connected to an oscilloscope. The scanning
times ts (the time it takes to ramp the power from the lowest
to the highest value) span the 0.8–50 kHz range. As shown
in the Supplemental Material, laser shot noise is the only
noise source within this frequency range and we exclude
additional fluctuations from our observations [35].
We are interested in the hysteresis area,

A ¼
Z
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FIG. 1. (a) Sketch of a microcavity with mode frequency ω0,
loss rate γ, photon-photon interactions of strengthU, driven by an
electromagnetic field of intensity I and frequency ω. (b) Normal-
ized photon density in a semiconductor microcavity under
weak driving. Experimental data points for the sample studied
in Figs. 2, 3, and 4 are fitted with a Lorentzian line shape.
The shaded area indicates the mean-field bistable regime Δ≡
ω − ω0 >

ffiffiffi
3

p
γ=2 for U > 0. (c) Mean-field (black curves) and

quantum (gray curves) solutions for a cavity with U ¼ 0.0075 γ
probed at Δ ¼ γ. In the mean-field solution, the solid and dashed
curves are stable and unstable states, respectively. (d) Tunneling
time τtunn between the two mean-field states. Data points are
residence time measurements [35].
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The boson operator â (â†) annihilates (creates) an
excitation in the resonator. The dynamics is described by
the Lindblad master equation for the density matrix ρ̂ðtÞ:

∂ρ̂ðtÞ
∂t ¼ i½ρ̂; ĤðtÞ% þ γ

2
ð2â ρ̂ â† − â†â ρ̂−ρ̂â†âÞ: ð2Þ

Equation (2) can be written as ∂tρ̂ ¼ L̂ ρ̂, where L̂ is the
Liouvillian superoperator. L̂ has a complex spectrum, of
which two eigenvalues λ are particularly relevant for the
long-time dynamics: (i) λ ¼ 0 corresponds to the steady
state, and (ii) the nonzero eigenvalue with the real part
closest to zero is the Liouvillian gap λ̄.
An exact expression for the steady-state photon density

predicted by Eq. (2) was found in Ref. [4]. This exact
solution is shown as a gray line in Fig. 1(c), for U=γ ¼
0.0075 and a laser-cavity detuning Δ ¼ ω − ω0 ¼ γ. The
MFA follows from assuming the field to be coherent
with amplitude αðtÞ ¼ hâi. Equation (2) then reduces to
ið∂α=∂tÞ ¼ ðω0 − iðγ=2Þ þ Ujαj2Þαþ

ffiffi
I

p
e−iωt. The black

line in Fig. 1(c) is the corresponding MFA calculation,
displaying bistability for 31 < I=γ2 < 33. While the MFA
implies a hysteresis cycle when varying the power across
the bistability, the quantum solution is unique. This
apparent contradiction is due to the absence of fluctuations
in the MFA [3,4]. Fluctuations (quantum or classical)
render the mean-field steady states metastable [36,37],
and the unique steady state corresponds to their average.
The reconciliation between numerous reports of optical

bistability [31,38–46] and the quantum prediction of a
unique steady state [4] follows from the fact that fluctuations
can take astronomical times to induce switching between
metastable states. Historically, this switching time is known
as the tunneling time for bistability τtunn [47–49], first-
passage time [5], quantum activation time [50], or the
(inverse) asymptotic decay rate [26]. We will label this
characteristic time as τtunn, which is obtained byminimizing
the Liouvillian gap λ̄ as a function of I. λ̄ is calculated
numerically by diagonalizing L̂. Figure 1(d) shows τtunn as a
function of Δ=γ for different U=γ. For weak interactions
and/or large detunings, τtunn can vastly exceed realistic
measurement times. Consequently, hysteresis measurements
performed within a shorter time than τtunn lead to an apparent
bistability. In this vein, Casteels and co-workers predicted
how the hysteresis area should be influenced by quantum
fluctuationswhen the scanning time across the “bistability” is
commensuratewith τtunn [22]. They predicted a double power
law decay of the hysteresis area [22], in contrast with
previous reports of a single power law decay [40].
To measure dynamic optical hysteresis, we use micro-

pillars etched from a GaAs λ planar cavity containing one
8 nm In0.04Ga0.96As quantum well and surrounded by two
Ga0.9Al0.1As=Ga0.05Al0.95As distributed Bragg reflectors
with 26 and 30 pairs of layers at the top and bottom,
respectively. We use rectangular micropillars where

discrete states are many linewidths apart and orthogonal
linearly polarized modes are nondegenerate. Thus, our
configuration emulates a single mode nonlinear cavity as
described by Eqs. (1) and (2). The sample is maintained at
4 K and driven by a frequency-tunable single-mode laser.
We probe the lowest energy mode of the micropillars,
whose linewidth ranges from 28 to 34 μeV [35]. The value
of U is estimated from the energy of the confined polariton
mode and its exciton fraction [35]. The laser power is
modulated by an electro-optic modulator (EOM) fed by a
waveform generator [see Fig. 2(a)]. The waveform contains
a series of ∼50 triangular ramps of variable time duration.
The transmission through the cavity is measured with a
photodiode connected to an oscilloscope. The scanning
times ts (the time it takes to ramp the power from the lowest
to the highest value) span the 0.8–50 kHz range. As shown
in the Supplemental Material, laser shot noise is the only
noise source within this frequency range and we exclude
additional fluctuations from our observations [35].
We are interested in the hysteresis area,
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FIG. 1. (a) Sketch of a microcavity with mode frequency ω0,
loss rate γ, photon-photon interactions of strengthU, driven by an
electromagnetic field of intensity I and frequency ω. (b) Normal-
ized photon density in a semiconductor microcavity under
weak driving. Experimental data points for the sample studied
in Figs. 2, 3, and 4 are fitted with a Lorentzian line shape.
The shaded area indicates the mean-field bistable regime Δ≡
ω − ω0 >

ffiffiffi
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p
γ=2 for U > 0. (c) Mean-field (black curves) and

quantum (gray curves) solutions for a cavity with U ¼ 0.0075 γ
probed at Δ ¼ γ. In the mean-field solution, the solid and dashed
curves are stable and unstable states, respectively. (d) Tunneling
time τtunn between the two mean-field states. Data points are
residence time measurements [35].
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#include <fstream.h> 
using namespace std;

const int T=1000;           // number of updates
const int R=10000;          // number of independent runs
const double p=0.6447;      // percolation probability

double RND(void) { return (double)rand()/0x7FFFFFFF; } 

int main (void) {
int s[T][T],N[T],i,t,r;     // array of sites, N(t), indices
for (t=0; t<T; t++) N[t]=0; // clear particle counters 
for (r=0; r<R; r++) {       // loop over R runs 
   s[0][0]=1;              // place initial seed
   for (t=0; t<T-1; t++) { // temporal loop
       for (i=0; i<=t+1; ++i) s[t+1][i]=0;    // clear new config
       for (i=0; i<=t; ++i) if (s[t][i]==1) { // loop over wet sites
           N[t]++;                        // count wet sites
           if (RND()<p) s[t+1][i]=1;      // random activation left
           if (RND()<p) s[t+1][i+1]=1;    // random activation right
   }   }   }

ofstream os ("N.dat");      // write average N(t) to file
for (t=0; t<T-1; t++) os << t << ' ' << (double)N[t]/R << endl;
}

t

i

Fig. 3.4 Simple C-program generating a bond DP cluster, at p=0.6447.
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Fig. 3.5 Typical DP clusters grown from a single seed in 1+1 dimensions.

the straight line in the log-log plot. For small t, however, especially during
the first few time steps, we observe deviations from the anticipated power-law
behaviour. These so-called initial transients are caused by the discrete lattice
structure and depend on non-universal details of the model. The asymptotic
notation

〈N(t)〉 ∼ tΘ (3.1)

intentionally ignores such initial transients as well as the model-dependent
proportionality constant and thus allows one to concentrate on the interesting
universal behaviour valid in the limit of large times t and for large system
sizes. The exponent Θ, however, is the same in all DP models, i.e., it is
universal with respect to microscopic details of the model. It is this robust
universality combined with its simplicity which makes DP so fascinating.
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We study numerically and analytically a model of self-propelled polar disks on a substrate in two

dimensions. The particles interact via isotropic repulsive forces and are subject to rotational noise, but

there is no aligning interaction. As a result, the system does not exhibit an ordered state. The isotropic

fluid phase separates well below close packing and exhibits the large number fluctuations and clustering

found ubiquitously in active systems. Our work shows that this behavior is a generic property of systems

that are driven out of equilibrium locally, as for instance by self-propulsion.

DOI: 10.1103/PhysRevLett.108.235702 PACS numbers: 64.75.Xc, 47.63.Gd, 87.18.Hf

Collections of self-propelled (SP) particles have been
studied extensively as the simplest model for ‘‘active
materials,’’ a novel class of nonequilibrium systems com-
posed of interacting units that individually consume energy
and collectively generate motion or mechanical stresses
[1]. Active systems span an enormous range of length
scales, from the cell cytoskeleton [2] to bacterial colonies
[3], tissues [4], and animal groups [5]. These disparate
systems exhibit common mesoscopic to large-scale phe-
nomena, including swarming, nonequilibrium disorder-
order transitions, pattern formation, anomalous fluctua-
tions, and surprising mechanical properties [6,7].

Active particles are generally elongated and can order in
states with either polar or apolar (nematic) orientational
order. A remarkable property of such ordered states is giant
number fluctuations. In equilibrium systems, away from
continuous phase transitions, the standard deviation !N in
the mean number of particles N scales as

ffiffiffiffi
N

p
for N ! 1.

In active systems, !N can become very large and scale as
Na, with a an exponent predicted to be as large as 1 in two
dimensions [7–9]. This theoretical prediction has been
demonstrated experimentally [10–12] and verified in simu-
lations of agent-based models [13–15]. Both nematic and
polar states exhibit giant number fluctuations, which are
believed to be associated with the broken orientational
symmetry.

In this Letter, we study a model of SP soft repulsive
disks with no alignment rule. Since the particles are disks,
steric effects, although included in the model, do not yield
large-scale alignment, in contrast to SP rods that can order
in nematic states [16,17]. As a result, our particles,
although self-propelled, do not order in a moving state at
any density. Figure 1 shows, however, that above a packing
fraction!c ! 0:4 this minimal system phase separates into
solidlike and gas phases, hence exhibiting giant number
fluctuations for !>!c (Fig. 2). While the giant fluctua-
tions seen in the ordered state of nematic and polar active
systems [10,13,14] are believed to be intimately related to
the broken orientational symmetry, the ones seen here arise

in the absence of any broken symmetry when the rate at
which self-propulsion is suppressed due to steric trapping
exceeds the rate of density convection, resulting in phase
separation. Clustering in our system occurs via a mecha-
nism similar to that discussed in Ref. [18] for bacteria with
run-and-tumble in one dimension, but distinct from those
proposed in Ref. [7,9] that require the existence of orienta-
tional order and therefore cannot explain our results.
Similar clustering has been seen in spherical vibrated

FIG. 1 (color online). Snapshots of NT ¼ 104 disks for
! ¼ 0:39 (top row) and ! ¼ 0:7 (bottom row). Same-size
clusters, defined by particles overlap, are highlighted by color
coding. The left frames are for a thermal system at kBT ¼ 0:1. The
right frames are for SP disks with v0 ¼ 1 and "r ¼ 5# 10$3.
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The boson operator â (â†) annihilates (creates) an
excitation in the resonator. The dynamics is described by
the Lindblad master equation for the density matrix ρ̂ðtÞ:

∂ρ̂ðtÞ
∂t ¼ i½ρ̂; ĤðtÞ% þ γ

2
ð2â ρ̂ â† − â†â ρ̂−ρ̂â†âÞ: ð2Þ

Equation (2) can be written as ∂tρ̂ ¼ L̂ ρ̂, where L̂ is the
Liouvillian superoperator. L̂ has a complex spectrum, of
which two eigenvalues λ are particularly relevant for the
long-time dynamics: (i) λ ¼ 0 corresponds to the steady
state, and (ii) the nonzero eigenvalue with the real part
closest to zero is the Liouvillian gap λ̄.
An exact expression for the steady-state photon density

predicted by Eq. (2) was found in Ref. [4]. This exact
solution is shown as a gray line in Fig. 1(c), for U=γ ¼
0.0075 and a laser-cavity detuning Δ ¼ ω − ω0 ¼ γ. The
MFA follows from assuming the field to be coherent
with amplitude αðtÞ ¼ hâi. Equation (2) then reduces to
ið∂α=∂tÞ ¼ ðω0 − iðγ=2Þ þ Ujαj2Þαþ

ffiffi
I

p
e−iωt. The black

line in Fig. 1(c) is the corresponding MFA calculation,
displaying bistability for 31 < I=γ2 < 33. While the MFA
implies a hysteresis cycle when varying the power across
the bistability, the quantum solution is unique. This
apparent contradiction is due to the absence of fluctuations
in the MFA [3,4]. Fluctuations (quantum or classical)
render the mean-field steady states metastable [36,37],
and the unique steady state corresponds to their average.
The reconciliation between numerous reports of optical

bistability [31,38–46] and the quantum prediction of a
unique steady state [4] follows from the fact that fluctuations
can take astronomical times to induce switching between
metastable states. Historically, this switching time is known
as the tunneling time for bistability τtunn [47–49], first-
passage time [5], quantum activation time [50], or the
(inverse) asymptotic decay rate [26]. We will label this
characteristic time as τtunn, which is obtained byminimizing
the Liouvillian gap λ̄ as a function of I. λ̄ is calculated
numerically by diagonalizing L̂. Figure 1(d) shows τtunn as a
function of Δ=γ for different U=γ. For weak interactions
and/or large detunings, τtunn can vastly exceed realistic
measurement times. Consequently, hysteresis measurements
performed within a shorter time than τtunn lead to an apparent
bistability. In this vein, Casteels and co-workers predicted
how the hysteresis area should be influenced by quantum
fluctuationswhen the scanning time across the “bistability” is
commensuratewith τtunn [22]. They predicted a double power
law decay of the hysteresis area [22], in contrast with
previous reports of a single power law decay [40].
To measure dynamic optical hysteresis, we use micro-

pillars etched from a GaAs λ planar cavity containing one
8 nm In0.04Ga0.96As quantum well and surrounded by two
Ga0.9Al0.1As=Ga0.05Al0.95As distributed Bragg reflectors
with 26 and 30 pairs of layers at the top and bottom,
respectively. We use rectangular micropillars where

discrete states are many linewidths apart and orthogonal
linearly polarized modes are nondegenerate. Thus, our
configuration emulates a single mode nonlinear cavity as
described by Eqs. (1) and (2). The sample is maintained at
4 K and driven by a frequency-tunable single-mode laser.
We probe the lowest energy mode of the micropillars,
whose linewidth ranges from 28 to 34 μeV [35]. The value
of U is estimated from the energy of the confined polariton
mode and its exciton fraction [35]. The laser power is
modulated by an electro-optic modulator (EOM) fed by a
waveform generator [see Fig. 2(a)]. The waveform contains
a series of ∼50 triangular ramps of variable time duration.
The transmission through the cavity is measured with a
photodiode connected to an oscilloscope. The scanning
times ts (the time it takes to ramp the power from the lowest
to the highest value) span the 0.8–50 kHz range. As shown
in the Supplemental Material, laser shot noise is the only
noise source within this frequency range and we exclude
additional fluctuations from our observations [35].
We are interested in the hysteresis area,
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FIG. 1. (a) Sketch of a microcavity with mode frequency ω0,
loss rate γ, photon-photon interactions of strengthU, driven by an
electromagnetic field of intensity I and frequency ω. (b) Normal-
ized photon density in a semiconductor microcavity under
weak driving. Experimental data points for the sample studied
in Figs. 2, 3, and 4 are fitted with a Lorentzian line shape.
The shaded area indicates the mean-field bistable regime Δ≡
ω − ω0 >

ffiffiffi
3

p
γ=2 for U > 0. (c) Mean-field (black curves) and

quantum (gray curves) solutions for a cavity with U ¼ 0.0075 γ
probed at Δ ¼ γ. In the mean-field solution, the solid and dashed
curves are stable and unstable states, respectively. (d) Tunneling
time τtunn between the two mean-field states. Data points are
residence time measurements [35].
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The boson operator â (â†) annihilates (creates) an
excitation in the resonator. The dynamics is described by
the Lindblad master equation for the density matrix ρ̂ðtÞ:

∂ρ̂ðtÞ
∂t ¼ i½ρ̂; ĤðtÞ% þ γ

2
ð2â ρ̂ â† − â†â ρ̂−ρ̂â†âÞ: ð2Þ

Equation (2) can be written as ∂tρ̂ ¼ L̂ ρ̂, where L̂ is the
Liouvillian superoperator. L̂ has a complex spectrum, of
which two eigenvalues λ are particularly relevant for the
long-time dynamics: (i) λ ¼ 0 corresponds to the steady
state, and (ii) the nonzero eigenvalue with the real part
closest to zero is the Liouvillian gap λ̄.
An exact expression for the steady-state photon density

predicted by Eq. (2) was found in Ref. [4]. This exact
solution is shown as a gray line in Fig. 1(c), for U=γ ¼
0.0075 and a laser-cavity detuning Δ ¼ ω − ω0 ¼ γ. The
MFA follows from assuming the field to be coherent
with amplitude αðtÞ ¼ hâi. Equation (2) then reduces to
ið∂α=∂tÞ ¼ ðω0 − iðγ=2Þ þ Ujαj2Þαþ

ffiffi
I

p
e−iωt. The black

line in Fig. 1(c) is the corresponding MFA calculation,
displaying bistability for 31 < I=γ2 < 33. While the MFA
implies a hysteresis cycle when varying the power across
the bistability, the quantum solution is unique. This
apparent contradiction is due to the absence of fluctuations
in the MFA [3,4]. Fluctuations (quantum or classical)
render the mean-field steady states metastable [36,37],
and the unique steady state corresponds to their average.
The reconciliation between numerous reports of optical

bistability [31,38–46] and the quantum prediction of a
unique steady state [4] follows from the fact that fluctuations
can take astronomical times to induce switching between
metastable states. Historically, this switching time is known
as the tunneling time for bistability τtunn [47–49], first-
passage time [5], quantum activation time [50], or the
(inverse) asymptotic decay rate [26]. We will label this
characteristic time as τtunn, which is obtained byminimizing
the Liouvillian gap λ̄ as a function of I. λ̄ is calculated
numerically by diagonalizing L̂. Figure 1(d) shows τtunn as a
function of Δ=γ for different U=γ. For weak interactions
and/or large detunings, τtunn can vastly exceed realistic
measurement times. Consequently, hysteresis measurements
performed within a shorter time than τtunn lead to an apparent
bistability. In this vein, Casteels and co-workers predicted
how the hysteresis area should be influenced by quantum
fluctuationswhen the scanning time across the “bistability” is
commensuratewith τtunn [22]. They predicted a double power
law decay of the hysteresis area [22], in contrast with
previous reports of a single power law decay [40].
To measure dynamic optical hysteresis, we use micro-

pillars etched from a GaAs λ planar cavity containing one
8 nm In0.04Ga0.96As quantum well and surrounded by two
Ga0.9Al0.1As=Ga0.05Al0.95As distributed Bragg reflectors
with 26 and 30 pairs of layers at the top and bottom,
respectively. We use rectangular micropillars where

discrete states are many linewidths apart and orthogonal
linearly polarized modes are nondegenerate. Thus, our
configuration emulates a single mode nonlinear cavity as
described by Eqs. (1) and (2). The sample is maintained at
4 K and driven by a frequency-tunable single-mode laser.
We probe the lowest energy mode of the micropillars,
whose linewidth ranges from 28 to 34 μeV [35]. The value
of U is estimated from the energy of the confined polariton
mode and its exciton fraction [35]. The laser power is
modulated by an electro-optic modulator (EOM) fed by a
waveform generator [see Fig. 2(a)]. The waveform contains
a series of ∼50 triangular ramps of variable time duration.
The transmission through the cavity is measured with a
photodiode connected to an oscilloscope. The scanning
times ts (the time it takes to ramp the power from the lowest
to the highest value) span the 0.8–50 kHz range. As shown
in the Supplemental Material, laser shot noise is the only
noise source within this frequency range and we exclude
additional fluctuations from our observations [35].
We are interested in the hysteresis area,

A ¼
Z

Pmax

Pmin

jn↓ðPÞ − n↑ðPÞjdP; ð3Þ

0.9 1 1.1 1.2 1.3 1.4
10

1

10
3

10
5

10
7

10
9

(a) (b)

28 30 32 34 36
40

60

80

100

120

140

I/γ2

τ tu
nn

γ

I,ω

U
ω0

γ

∆/γ

n

(c) (d)

n 
/ n

pe
ak

∆/γ
-3 -2 -1 0 1 2 3

0

0.5

1

FIG. 1. (a) Sketch of a microcavity with mode frequency ω0,
loss rate γ, photon-photon interactions of strengthU, driven by an
electromagnetic field of intensity I and frequency ω. (b) Normal-
ized photon density in a semiconductor microcavity under
weak driving. Experimental data points for the sample studied
in Figs. 2, 3, and 4 are fitted with a Lorentzian line shape.
The shaded area indicates the mean-field bistable regime Δ≡
ω − ω0 >
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p
γ=2 for U > 0. (c) Mean-field (black curves) and

quantum (gray curves) solutions for a cavity with U ¼ 0.0075 γ
probed at Δ ¼ γ. In the mean-field solution, the solid and dashed
curves are stable and unstable states, respectively. (d) Tunneling
time τtunn between the two mean-field states. Data points are
residence time measurements [35].
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#include <fstream.h> 
using namespace std;

const int T=1000;           // number of updates
const int R=10000;          // number of independent runs
const double p=0.6447;      // percolation probability

double RND(void) { return (double)rand()/0x7FFFFFFF; } 

int main (void) {
int s[T][T],N[T],i,t,r;     // array of sites, N(t), indices
for (t=0; t<T; t++) N[t]=0; // clear particle counters 
for (r=0; r<R; r++) {       // loop over R runs 
   s[0][0]=1;              // place initial seed
   for (t=0; t<T-1; t++) { // temporal loop
       for (i=0; i<=t+1; ++i) s[t+1][i]=0;    // clear new config
       for (i=0; i<=t; ++i) if (s[t][i]==1) { // loop over wet sites
           N[t]++;                        // count wet sites
           if (RND()<p) s[t+1][i]=1;      // random activation left
           if (RND()<p) s[t+1][i+1]=1;    // random activation right
   }   }   }

ofstream os ("N.dat");      // write average N(t) to file
for (t=0; t<T-1; t++) os << t << ' ' << (double)N[t]/R << endl;
}

t

i

Fig. 3.4 Simple C-program generating a bond DP cluster, at p=0.6447.
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Fig. 3.5 Typical DP clusters grown from a single seed in 1+1 dimensions.

the straight line in the log-log plot. For small t, however, especially during
the first few time steps, we observe deviations from the anticipated power-law
behaviour. These so-called initial transients are caused by the discrete lattice
structure and depend on non-universal details of the model. The asymptotic
notation

〈N(t)〉 ∼ tΘ (3.1)

intentionally ignores such initial transients as well as the model-dependent
proportionality constant and thus allows one to concentrate on the interesting
universal behaviour valid in the limit of large times t and for large system
sizes. The exponent Θ, however, is the same in all DP models, i.e., it is
universal with respect to microscopic details of the model. It is this robust
universality combined with its simplicity which makes DP so fascinating.

𝑝 < 𝑝! 𝑝 > 𝑝!𝑝 = 𝑝!

𝜕!𝜌 = −𝛾𝜌 − 𝛽𝜌, + 𝐷∇,𝜌 + 𝜌𝜂,

= −
𝜹𝑭
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We study numerically and analytically a model of self-propelled polar disks on a substrate in two

dimensions. The particles interact via isotropic repulsive forces and are subject to rotational noise, but

there is no aligning interaction. As a result, the system does not exhibit an ordered state. The isotropic

fluid phase separates well below close packing and exhibits the large number fluctuations and clustering

found ubiquitously in active systems. Our work shows that this behavior is a generic property of systems

that are driven out of equilibrium locally, as for instance by self-propulsion.

DOI: 10.1103/PhysRevLett.108.235702 PACS numbers: 64.75.Xc, 47.63.Gd, 87.18.Hf

Collections of self-propelled (SP) particles have been
studied extensively as the simplest model for ‘‘active
materials,’’ a novel class of nonequilibrium systems com-
posed of interacting units that individually consume energy
and collectively generate motion or mechanical stresses
[1]. Active systems span an enormous range of length
scales, from the cell cytoskeleton [2] to bacterial colonies
[3], tissues [4], and animal groups [5]. These disparate
systems exhibit common mesoscopic to large-scale phe-
nomena, including swarming, nonequilibrium disorder-
order transitions, pattern formation, anomalous fluctua-
tions, and surprising mechanical properties [6,7].

Active particles are generally elongated and can order in
states with either polar or apolar (nematic) orientational
order. A remarkable property of such ordered states is giant
number fluctuations. In equilibrium systems, away from
continuous phase transitions, the standard deviation !N in
the mean number of particles N scales as

ffiffiffiffi
N

p
for N ! 1.

In active systems, !N can become very large and scale as
Na, with a an exponent predicted to be as large as 1 in two
dimensions [7–9]. This theoretical prediction has been
demonstrated experimentally [10–12] and verified in simu-
lations of agent-based models [13–15]. Both nematic and
polar states exhibit giant number fluctuations, which are
believed to be associated with the broken orientational
symmetry.

In this Letter, we study a model of SP soft repulsive
disks with no alignment rule. Since the particles are disks,
steric effects, although included in the model, do not yield
large-scale alignment, in contrast to SP rods that can order
in nematic states [16,17]. As a result, our particles,
although self-propelled, do not order in a moving state at
any density. Figure 1 shows, however, that above a packing
fraction!c ! 0:4 this minimal system phase separates into
solidlike and gas phases, hence exhibiting giant number
fluctuations for !>!c (Fig. 2). While the giant fluctua-
tions seen in the ordered state of nematic and polar active
systems [10,13,14] are believed to be intimately related to
the broken orientational symmetry, the ones seen here arise

in the absence of any broken symmetry when the rate at
which self-propulsion is suppressed due to steric trapping
exceeds the rate of density convection, resulting in phase
separation. Clustering in our system occurs via a mecha-
nism similar to that discussed in Ref. [18] for bacteria with
run-and-tumble in one dimension, but distinct from those
proposed in Ref. [7,9] that require the existence of orienta-
tional order and therefore cannot explain our results.
Similar clustering has been seen in spherical vibrated

FIG. 1 (color online). Snapshots of NT ¼ 104 disks for
! ¼ 0:39 (top row) and ! ¼ 0:7 (bottom row). Same-size
clusters, defined by particles overlap, are highlighted by color
coding. The left frames are for a thermal system at kBT ¼ 0:1. The
right frames are for SP disks with v0 ¼ 1 and "r ¼ 5# 10$3.
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FIG. S2. Snapshots of simulations of the Vicsek model. We set the noise to (a) ⌘ = 200 ⇥ 10�2 and (b,c,d) ⌘ =
2 ⇥ 10�2 and the coupling matrices (JAA, JAB ; JBA, JBB) are (a) 1 ⇥ 10�4 ⇥ (1, 1; 1, 1); (b) (1, 1; 1, 1); (c) (1,�1;�1, 1); (d)
0.39⇥(1,�0.25; 0.25, 1) See SI Video 3 for the full simulation. The simulations exhibit (a) disordered, (b) flocking, (c) antiflocking
and (d) chiral behaviors that are consistent with the prediction made from the hydrodynamic theory constructed and analyzed
in the following sections.

(This means that ⌘a
i (t) scales as p

⌘, contrary to what the notation might suggest.) We set

Jab
ij = JabH(R0 � kri � rjk). (S25)

where H is the Heaviside step function. In the derivation of the hydrodynamic model, we will simplify the analysis by
replacing the Heaviside step functions by Dirac distributions.

B. Molecular dynamics simulations of the Vicsek model

We perform simple molecular dynamics simulations of a moderately large number of active agents following Eqs. (S22).
As shown in Fig. Fig. S2a-d and SI Video 3, we observe disordered, flocking, antiflocking, and chiral behaviours
consistent with the results of the hydrodynamic theory constructed in the following sections.

We simulate N agents following Eqs. (S22) discretized using the Euler–Maruyama scheme with a timestep �t, with a
ratio NA/NB between two populations populations A and B, in a L ⇥ L box with periodic boundary conditions, for
a duration Tsim. The couplings in Eq. (S22) are set by Eq. (S25). We set N = 512, NA/NB = 1, v0 = 0.5 R0 = 2,
L = 8, Tsim/�t = 8000 with �t = 0.01.

Figure S2a-d shows snapshots of the simulations (see also SI Video 3). At large noise, the agents move in random
directions, corresponding to a disordered phase (panel a). When the noise strength is reduced, the system exhibits a
transition to flocking [32, 40]. In the reciprocal case (when JAB = JBA), the system reaches a macroscopically static
phase in which the agents in the same group align and spontaneously break the rotation symmetry (panels b,c). The
agents in the different communities are (anti)aligned when JAB = JBA > 0(< 0), as shown in panel b(c). When
the interaction are non-reciprocal (when JAB 6= JBA, and in particular when JAB and JBA have opposite signs), a
macroscopically time-dependent phase appears, where the agents exhibit a macroscopic chiral motion (panel d). This
is consistent with the hydrodynamic analysis performed in Sec. VI. We didn’t investigate finite size effects.
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with rab ≠ rba, reduces to equation (1) by letting ua(x) = Aa(x)eikx + c.c., 
where k is a wavevector and the complex amplitude is decomposed as 
A v v≡ + ia a

x
a
y (Methods).

Let us start with two populations A and B, and parity not explicitly 
broken. When the interactions are reciprocal, we find (besides a disor-
dered phase) two static phases where vA and vB (red and blue arrows in 
Fig. 1g) are (anti)aligned in analogy with (anti)ferromagnetism. When 
the interactions are non-reciprocal, the coefficients in equation (1) 
become asymmetric (for example, A A≠ab ba) and a time-dependent 
chiral phase with no equilibrium analogue emerges between the static 
phases (Fig. 1g, h). In the chiral phase, parity is spontaneously broken: 
vA and vB rotate at a constant speed Ωss with a fixed relative angle, either 
clockwise or anticlockwise (see Supplementary Video 1 for a demon-
stration with programmable robots). Figure 1a–f illustrates the aligned–
chiral transition in synchronization, flocking and pattern formation. 
This transition also occurs in viscous fingering15,41 (Fig.  1e,  f ), 
liquid-crystal solidification42, lamellar eutectics growth43, overflowing 
fountains44, and other natural phenomena that can be modelled by 
amplitude equations with asymmetric couplings between different 
harmonics of the same field (Methods).

The chiral phase is caused by the frustration experienced by agents 
with opposite goals: agent A wants to align with agent B but not 
vice-versa. This dynamical frustration results in a chase and runaway 
motion of the order parameters va (where a = A, B). Crucially, a stable 
chiral phase hinges on a subtle interplay between noise and many-body 
effects. Consider the exactly solvable bipartite Kuramoto model in 
equation (2) with η(t) = 0 and identical frequencies within each species. 
This system can be mapped to the dynamics of only two agents 

(Supplementary Information section IX). Unless   JAB = − JBA exactly, 
agents A and B would eventually catch up with each other and reach 
alignment or anti-alignment (henceforth, (anti)alignment) (Supple-
mentary Information section VIII). However, frequency disorder or 
noise in equation (2) constantly resets the chiral motion of A/B pairs. 
The noise-activated motions of individual agents become macroscop-
ically correlated through their interactions: the chiral phase is stabi-
lized. We verified this by computing the standard deviations of the 
order parameters that decrease as N1/  with the number of agents N; 
see Extended Data Fig. 2b. In flocking too, noise enlarges the chiral 
phase region (Fig. 2b, c).

Contrast our many-body chiral phase with parity-breaking phenom-
ena occurring with only a few degrees of freedom, for instance, with  
two coupled laser ring resonators18,45 (Supplementary Information 
section XII). In the latter  case, the state of the system switches between 
clockwise and anticlockwise under the effect of noise45, destroying the 
chiral phase. This process also occurs in our systems for small N: it is 
captured by adding in equation (1) a hydrodynamic noise (Supplemen-
tary Information section X and Extended Data Fig. 2a). The average 
time τ between chirality flips follows an Arrhenius law, τ = τ0exp(∆/σ2), 
where ∆ is the height of the barrier between clockwise and anticlockwise 
states, σ is the standard deviation of the hydrodynamic noise, and τ0 is 
a microscopic constant. For large N, the central limit theorem suggests 
that σ2 ~ 1/N (where ~ indicates asymptotic behaviour; consistent with 
numerics in Supplementary Information sections VIII–X and Extended 
Data Fig. 2b) and τ ~ exp(N). The chiral phase is salvaged by many-body 
effects. In optics, this scenario could be realized in non-reciprocal 
photonic networks of many coupled lasers18,33,46–48.
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Fig. 1 | Exceptional transitions: examples and mechanism. Non-reciprocal 
interactions ( JAB ≠ JBA) between two species A and B (in blue and red) induce a 
phase transition from static alignment to a chiral motion that spontaneously 
breaks parity. a, b, Non-reciprocal synchronization. Robots (programmed as 
non-reciprocal spins) spontaneously rotate either clockwise or anticlockwise, 
despite no average natural frequency (ωm = 0 in equation (2)). (Methods, 
Supplementary Information sections IX,  XIV, Supplementary Video 1)  
c, d, Non-reciprocal flocking. Self-propelled particles run in circles despite the 
absence of external torques (Supplementary Information sections V–VII and 
Supplementary Video 3). e, f, Non-reciprocal pattern formation. A 
one-dimensional pattern starts travelling, either to the left or to the right 
(Methods). The figure represents an experimental observation of viscous 
fingering at an oil–air interface adapted with permission from ref. 15, 

copyrighted by the American Physical Society. g, Schematic bifurcation 
diagram of the exceptional transition showing the frequency of the steady 
state, Ωss. Between the static (anti)aligned phases with Ωss = 0, an intermediate 
chiral phase spontaneously breaks parity. Two equivalent steady states 
(clockwise and anticlockwise, corresponding to opposite values of Ωss) are 
present in this time-dependent phase, which can be seen as a manifestation of 
spontaneous PT-symmetry breaking. The chiral phase continuously 
interpolates between the antialigned and aligned phases, both through |Ωss| 
and through the angle between the order parameters vA and vB. h, The 
transition between (anti)aligned and chiral phases occurs through the 
coalescence of a damped (orange) and a Goldstone (green) mode at an 
exceptional point (EP, red circle). In the chiral phase, the growth rates are drawn 
in purple.
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Extended Data Fig. 5 | Hysteresis in the chiral Kuramoto model. When 
chirality is explicitly broken, exceptional points have codimension two, that is, 
they are typically points in a two-dimensional parameter space. a, We plot the 
frequency Ω of the steady state of the Kuramoto model with explicitly broken 
PT symmetry as a function of the difference ∆ω = ωA − ωB between the two 
communities (also called detuning) and the deviation j j jδ = −− − −

EP of the 
non-reciprocal part  j− of the coupling between the communities from its value 
j−

EP at the exceptional point. The system exhibits a region where two possible 
steady states with different properties coexist (the two steady states are the 
continuation of the clockwise and anticlockwise chiral phases present in the 
PT-symmetric case ∆ω = 0). This region (red triangle) starts at the exceptional 
point (red point) and its size increases with the amount of non-reciprocity (here 
j ≈ 0.2915 > 0−

EP ). The system exhibits hysteresis in the coexistence region (red 

points). b–e, Slices from a at fixed δj− (marked by green dotted lines in a). After 
the exceptional point, there is hysteresis/first-order (discontinuous) 
behaviour. In d, the hysteresis curve bends outwards near the transition. This is 
due to the oscillation of the norm of the order parameter (which we refer to as 
swap or periodic synchronization elsewhere) for large enough δj−. This 
additional complication does not occur for moderate values of δj−, such as in c. 
The solution of the dynamical system equation (15) were computed along lines 
at fixed δj−, starting at large |δω| (in a region without phase coexistence) from a 
random initial condition. The solution (after convergence) was used as an 
initial value for the next point in the line with fixed δj−. This procedure was 
carried out two times, starting from positive and negative large |δω|. We have 
set  j+ = 0.08,  jAA = jBB = 1, ∆A = ∆B = 0.25, ωA = ωB = ∆ω/2.
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Fig. 2. Many-body exceptional points and active time (quasi)crystals. (a-c) Slices of the phase diagram of the
non-reciprocal flocking model Eq. (11) for different values of the noise strength ⌘. The parameters jab (entering ↵ab and
�abcd in Eq. (1)) are coarse-grained versions of the microscopic couplings Jab. The red (resp. black) lines correspond to the
analytically-determined phase transition lines from the (anti)aligned phase to the chiral (resp. disordered) phase. The red lines
correspond to lines of exceptional points. In (b) and (c), the analytical prediction for the (anti)aligned/chiral transition is in
excellent agreement with the numerical phase diagram up to tetracritical points marked by black dots where new phases emerge
(see SI Sec. II). (d) Schematic representation of one period of the chiral phase: ~vA and ~vB rotate in block at a constant angular
velocity ⌦ss, see SI Movie 2. (e) Schematic representation of one period of the swap phase: ~vA and ~vB oscillate along a fixed
direction, see SI Movie 2. (f,g) Plot of the frequencies present in the steady-state solution as a function of j+, (f) for j� = �0.6
and (g) for j� = �0.25. In the chiral phase, a single frequency is present in the spectrum (at each point), which corresponds to
the solid-body rotation. In the swap phase, a single frequency accompanied by harmonics are present. In contrast, in the mixed
chiral/swap phase, two independent frequencies are present (with their harmonics). These frequencies are not harmonics of
each other, leading to a quasiperiodic phase. The aligned phase is static (⌦ss = 0). Similar plots would be observed with the
antialigned phase. In (g), a direct transition between aligned and chiral phases is observed. The phase diagrams are determined
by solving Methods Eq. (11) numerically from random initial conditions, with ⇢A = ⇢B = 1, jAA = jBB = 1, and (a) ⌘/⌘c = 1.5,
(b) ⌘/⌘c = 0.99, (c) ⌘/⌘c = 0.5. The parameters in (f,g) are the same as in (c).M. Fruchart*, RH*, P. B. Littlewood, and V. Vitelli, Nature 592, 363 (2021).
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operator about the uniform stable steady state. In the related
problem of noise-induced population cycles in predator-
prey systems, amplification arises due to a resonance of
the noise with a complex eigenvalue arising from the
linearized stability about the time-independent state [19].
In fluctuation-induced stationary Turing patterns, this
mechanism cannot be relevant, because the eigenvalues
are real, not complex, and so there can be no resonant
amplification [12,13]. Our analytical theory shows that
giant amplification occurs in a wide class of fluctuation-
induced pattern-forming systems, and is a source of
amplification distinct from the population-size-dependent
resonance that was already identified to arise in spatially
uniform quasicycles [19].
An example of our key result described below is shown

in Fig. 1: stochastic simulations of the generic pattern-
forming model of Ridolfi et al. [21], performed on a linear
chain of 102 spatial cells, each cell with a system size of
Ω ¼ 104. Patterns are noise induced as they arise from a
stable homogeneous state (left-hand panel), but despite
the factor Ω−1=2 ¼ 10−2, the resulting amplitude is of order
unity.
This giant amplification is due to the counterintuitive fact

that the dynamics following a small displacement from a
stable fixed point need not relax back to the fixed point
monotonically: there can be an initial transient amplifica-
tion if the linear stability matrix is non-normal: that is, it
does not admit an orthogonal set of eigenvectors (Fig. 2).
Non-normality has been thoroughly investigated at a
deterministic level in fluid dynamics [22–24], and in
ecology [25,26], and is a common feature of pattern-
forming systems [21,27,28]. The specific contribution of
the present Letter is to systematically analyze the behavior
of non-normal systems in the presence of intrinsic noise.
Numerical results of shear flow turbulence [29] indicate
that non-normality can increase the variance of stochastic
forcing in well-mixed systems, yet an analytical treatment
is still missing. Our work treats the role of non-normality
in fluctuation-induced spatial patterns, and shows that its
widespread occurrence suggests a new way in which
fluctuation-induced Turing patterns are amplified and thus

potentially play a wider role in biological and ecological
pattern formation than previously recognized.
Non-normality in stochastic dynamics.—We begin by

quantifying the degree of amplification in a well-mixed
stochastic system. Consider the linear stochastic differential
equation for an m-component state vector ~y:

_~y ¼ A~yþ σ~ηðtÞ; ð1Þ

where the components of ~η, are normalized Gaussian white
noises and the model-dependent matrix A has negative real
eigenvalues, λi (i ¼ 1;…; m). Therefore, the fixed point
~y0 ¼ 0 is stable. The coefficient σ represents the strength of
the fluctuations and scales with the system sizeΩ−1=2 in the
case of demographic noise. Equation (1) is the prototypical
linearization of stochastic dynamics near a stable fixed
point, and we analyze the mean squared displacement
from the fixed point h‖~y‖2i, where ‖~y‖ ¼

ffiffiffiffiffiffiffiffi
~yT~y

p
, is the

Euclidean norm.
Since all the eigenvalues of A are negative, under the

deterministic part of Eq. (1), all the components of ~y decay
exponentially to zero along the eigenvectors of A, with
decay time scales τi ¼ λ−1i . In contrast, the noise term
provides stochastic agitation with a strength proportional
to σ. One might intuitively expect that an upper bound
for h‖~y‖2i could be found by replacing all the eigenvalues
by the eigenvalues corresponding to the slowest decaying
mode, λ ¼ maxfλig. Therefore, the norm of ~yu with the
dynamics _~yu ¼ λ~yu þ σ~ηðtÞ should provide an upper bound
for ‖~y‖. The mean squared norm of ~yu is readily given
by h‖~yu‖2i ¼ −mλ−1σ2=2.
However, this upper bound is only valid when the matrix

A is normal; i.e., it has an orthogonal set of eigenvectors
[29]. This can be understood by analyzing the behavior of
Eq. (1) in the deterministic limit (σ ¼ 0). Although the
asymptotic decay rate of ‖~y‖ is set by the eigenvalues of A,
the instantaneous response is given by the eigenvalues
of H ¼ ðAþ ATÞ=2, the Hermitian part of A [25]. If A is
non-normal, then the short-time dynamics of ‖~y‖ cannot
be predicted by the eigenvalues of A. Remarkably, H can
admit positive eigenvalues even though A possesses all
negative eigenvalues, in which case ‖~y‖ can experience a
transient growth, for suitable initial conditions, before it
starts decaying (Fig. 2). This mechanism, sometimes
termed as reactivity [25], occurs because the transformation
that takes ~y to the eigenbasis of A is not unitary if the
eigenvectors of A are not orthogonal, and thus does not
preserve the norm of ~y. Clearly, if the stable matrix
amplifies perturbations, the previous bound cannot hold.
In the presence of noise, the transient amplification

in the deterministic part of Eq. (1) has a lasting effect
on the steady-state amplitude of the stochastic dynamics.
We demonstrate this by computing the mean squared norm
for Eq. (1) [see the detailed derivation in the Supplemental
Material (SM) [30]]:

FIG. 2. Stable linear systems can amplify perturbations [25].
Dynamics of the Euclidean norm ‖~y‖ obtained by solving
_~y ¼ Ai~y. Reactive systems exhibit transient amplification before
relaxing to fixed point (blue lines), in contrast with conventional
response of stable systems (yellow lines). Matrices A1 and A2 (A3

and A4) have the same real (complex conjugate) eigenvalues.
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h‖~y‖2i ¼ −
σ2

2
HðAÞtrðA−1Þ; ð2Þ

where tr stands for the trace function and we define H as
the non-normality index. The term trðA−1Þ is the conven-
tional term that accounts for the matrix stability: the more
stable the matrix, the smaller the mean squared norm of ~y
due to stochastic forcing. In contrast, the non-normality
index is a real number always,H ≥ 1, and is equal to one if
and only if the matrix A admits a basis of orthogonal
eigenvectors. This is the term that accounts for amplifica-
tion due to the non-normality of matrix A, and indeed,
the further A is from normal, the larger is the index H.
We can obtain intuition about the non-normality index
in the case of a two-dimensional matrix A, where the
non-normality index H simplifies to the following simple
expression, where cot θ is the cotangent of the angle
between the two eigenvectors (see SM for derivation and
general formulas [30]):

H ¼ 1þ cot2ðθÞ
!
λ1 − λ2
λ1 þ λ2

"
2

: ð3Þ

This expression gives us quantitative understanding
about how transient amplification occurs (Fig. 3). Two
ingredients are necessary: nonorthogonal eigenvectors and
a separation of time scales given by eigenvalues of different
magnitudes. If the system is not subject to noise, suitable
initial conditions are also required (e.g., the blue vector in
Fig. 3). Because of the separation of time scales, the
component of ~y along the eigenvector associated with the
faster eigenvalue decays quickly, whereas in the slow
direction the dynamics is approximately constant. However,
because of nonorthogonality, the norm of ~y instantaneously
increases as ~y moves along the fast eigenvector, until the
slow manifold starts attracting the trajectory back to the
fixed point.
Non-normality in spatially extended pattern

formation.—We now analyze spatially extended, diffu-
sively coupled pattern-forming systems driven by noise.
Specifically, we consider the generic equation

∂~q
∂t ¼

~fð~qÞ þ D∇2~qþ σ~ξð~x; tÞ; ð4Þ

where ~x is a space variable, the vector ~q ¼ ðq1; q2Þ, the
diffusion matrix D ¼ diagðD1; D2Þ, and ξi’s, the compo-
nents of ~ξð~x; tÞ, are normalized δ-correlated Gaussian white
noises. Also, we assume that ~fð~qÞ has a stable fixed point
~q%, and all of the eigenvalues of the linear stability or
Jacobian matrix J ¼ ∇~qfð~qÞj~q% have negative real part.
We first show that in the presence of noise, system

Eq. (4) exhibits patterns in a parameter regime where the
fixed point ~q% is stable. The stability of ~q% can be inspected
by defining the deviation ~p ¼ ~q − ~q% and linearizing near
~q%, yielding

∂ ~p
∂t ¼ J~pþ D∇2 ~pþ σ~ξð~x; tÞ: ð5Þ

The spatial degrees of freedom can be diagonalized by a
Fourier transform (~x↦~k), resulting in

d~p~k

dt
¼ K~p~k þ σ~ξð~k; tÞ; K ¼ J − k2D: ð6Þ

Equation (6) is a complex version of Eq. (1).
We start by reviewing the stability of the deterministic

part of Eq. (5). If D1 ¼ D2, matrix D is a multiple of the
identity, and the eigenvalues of K will be the eigenvalues of
J shifted by −k2D for each ~k, resulting in a more stable
operator. However, in the case that the diffusion rates are
sufficiently different, the largest eigenvalue of K can have a
nonmonotonic behavior as a function of k2, and in some
cases have positive eigenvalues for a small range of ~k
peaked around some nonzero value ~k0. In this case, the
modes near ~k0 will grow, leading to the formation of
deterministic Turing patterns [1]. Therefore, the formation
of deterministic Turing patterns is dependent on a large
separation of the diffusion constants [6–8].
In contrast, consider an intermediate scenario with

diffusion constants different enough so that they can cause
a nonmonotonic behavior for the largest eigenvalue of K as
a function of k2 peaked around some value ~k0, but not
enough for the largest eigenvalue to be positive at ~k0 (left-
hand panel of Fig. 1). In this case, all the ~k modes decay
quickly to zero, but the modes with ~k ∼ ~k0 decay slower
than the others, causing a transient pattern. In the presence
of the noise term ~ξð~k; tÞ in Eq. (6), while the modes with
smaller eigenvalues decay quickly to zero, the slow modes
drift away from the fixed point under the influence of the
noise. The drift of the ~k modes near ~k0 produces persistent
steady-state fluctuation-induced patterns with well-defined
length scales [12,13]. While the stochastic Turing patterns

FIG. 3. Transient amplification is caused by nonorthogonal
eigenvectors and a separation of time scales. The stable fixed
point is subject to the perturbation ~yð0Þ. Because of the separation
of time scales, the deterministic trajectory (blue arrowed line) is
initially parallel to the fast eigenvector before relaxing to the slow
manifold. From A to B, the trajectory has magnitude greater
than jj~y0jj.
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Extended Data Fig. 3 | Effect of non-conservative forces. In this simplified 
pictorial representation, the order parameter (represented by a ball) evolves in 
a potential-energy landscape shaped like a sombrero. In a conservative system, 
the order parameter would relax straight to the bottom of the potential 
(dashed blue line). Here, transverse non-conservative forces push the order 
parameter in the direction defined by the bottom of the potential, leading to a 
curved trajectory (red continuous line) starting from the same initial 
condition. In the systems we considered, the non-conservative forces arise 
from the non-reciprocal coupling between two order parameters. This aspect 
is not captured by this simplified picture.
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C. Weis, M. Fruchart, RH, et al., arXiv:2207.11667

（リミットサイクル等のアトラクターが
「合体」する系）

Ø 保存量のある⾮相反系
(モデルB, Cahn-Hilliard系)

南部ゴールドストーンモード
=ギャップレスモード

Ø 保存量も⾃発的対称性の破れ
も伴わない⾮相反系

You, Baskaran, Marchetti, PNAS2020
Saha, et al.,, PRX2020

共変リアプノフベクトルの合体による相転移(分岐)

静的なパターン 進⾏波

AA B

CC D

Fig. 1. (A) State diagram spanned by �/ and �A. The system has three
distinct states: homogeneous (gray, circles), static patterns or demixed (cyan,
rectangles), and traveling patterns (pink, triangles). Symbols indicate results
from the simulations, while the lines marking the boundaries of the colored
domains are obtained from the stability analysis of the one-mode model.
The static demixed state exists in the region between the black and the
dashed blue lines, but is unstable. (B) Examples of spatial variations of �A(x)
(solid lines) and �B(x) (dashed lines) in the static (blue) and traveling (red)
states. (C and D) Spatiotemporal patterns of �A(x, t) in the (C) static and (D)
traveling states. In B–D, we use �A =�0.05 and (C) �= and (D) �= 2.

that breaks translational symmetry with out-of-phase spatial
modulations of the two fields, and a time-dependent state that
additionally breaks reflection and time-reversal symmetry, where
the spatial modulation of the demixed state travels at constant
velocity. The solid lines are obtained from a one-mode approx-
imation to the continuum model that can be solved analytically
and provides an excellent fit to the numerics. Within this one-
mode approximation, the transition from the stationary to the
traveling state can be understood as an instability of the relative
phase of the first Fourier harmonic of the fields. The insta-
bility arises because nonreciprocity allows perturbations in the
two fields to travel in the same direction, promoting a “run-
and-catch” scenario that stabilizes the traveling pattern. While
the spatial pattern in the static demixed phase is even in the
relative displacement of the two phase fields, nonreciprocity
breaks this reflection symmetry in the traveling state, mediat-
ing a PT-symmetry-breaking transition. Note that the transition
to a PT-broken phase occurs at a finite value of �, and hence
requires sufficiently strong nonreciprocity. Finally, the phase
boundary separating the static and traveling patterns in Fig. 1A
corresponds to a so-called “exceptional point” where the eigen-
modes of the matrix controlling the dynamical stability of the
system coalesce (42–44). In parallel to our investigation, Saha
et al. (45) have also reported traveling density waves in scalar
fields with Cahn–Hilliard dynamics and nonreciprocal couplings.
The simulations carried out by these authors support our find-
ing that nonreciprocal couplings provide a generic mechanism
for breaking time-reversal symmetry and setting spatial patterns
in motion.

A microscopic model that displays the phenomenology cap-
tured by Fig. 1A is a mixture of active and passive Brownian parti-
cles, where the active component exhibits motility-induced phase
separation, and fluctuations in the density of passive particles
can enhance fluctuations in the density of the active fraction via
an effective negative cross-diffusivity (46–48). The connection

between the active–passive mixture and the dynamics embodied
by our model is unfolded in SI Appendix. Another realization of
this macrodynamics is a binary suspension of colloidal particles
where species A attracts species B, but species B repels species A.
Such competing interactions have been studied in simple models
(49, 50) and can be realized in mixtures of self-catalytic active
colloids, where the local chemistry mediates nonreciprocal inter-
actions among the two species, as demonstrated, for instance, in
refs. 27 and 28 via numerical simulations.

Continuum Model
We consider a binary mixture described by two conserved
phase fields �A and �B with Cahn–Hilliard dynamics (51–53)
augmented by cross-diffusion,

@t�µ =r ·
⇥�
�µ +�2

µ � �µr2�r�µ +µ⌫r�⌫)
⇤
, [1]

where µ, ⌫=A,B and no summation is intended.* In the absence
of cross-diffusive couplings (µ⌫ =0), the fields are decoupled,
with ground states �g

µ =0 for �µ > 0, describing homogeneous
states, and �g

µ =±
p
�3�µ when �µ < 0, corresponding to phase-

separated states.
The cross-diffusivities control interspecies interaction, allow-

ing phase gradient of one species to drive currents of the other
species. Equal cross-diffusivities, AB =BA =, yield an effec-
tive repulsion between the two fields. When sufficiently strong
to overcome the entropy of mixing, such a repulsion results in
the formation of spatial domains of high/low �A/�B , that is,
a demixed state. Here, in contrast, we introduce nonreciproc-
ity by allowing these two quantities to have opposite signs, as
can, for instance, be achieved in mixtures of active and passive
Brownian particles (SI Appendix, section VI) or in mixtures of
colloids with competing repulsive and attractive interactions (SI
Appendix, section VI).† We tune the degree of nonreciprocity
�> 0 by letting

AB =� �,

BA =+ �. [2]

As shown below, this nonreciprocity breaks PT symmetry and
gives rise to spatiotemporal patterns of �A and �B that break
both spatial and temporal translational symmetry.

We have studied, numerically, Eq. 1 in a 1D box of length
L=2⇡, for the case where �A < 0 and �B > 0, and ignoring �2

B in
the self-diffusivity. The results are easily generalized to the case
where both components are supercritical (�A < 0 and �B < 0)
and to higher dimensions (SI Appendix, sections IV and V), but
remain qualitatively unchanged. We have integrated Eq. 1 with
a fourth-order central difference on a uniform grid with spacing
h =2⇡/64. To march in time, we use a second-order, 128-stage
Runge–Kutta–Chebyshev scheme with a time step �t =0.1 (56,
57). All simulations start from nearly uniform phase fields, where
weak random fluctuations are added on top of the initial compo-
sitions �0

A =0 and �0
B =0. We fix the values of the parameters as

�A =0.04, �B =0, �B =0.005, and =0.005, and study how the
system dynamics changes with �A and �.

We find three distinct states by varying �A and �, as sum-
marized in Fig. 1A. When the cross-diffusivities are reciprocal

*The natural coupling of two scalar fields with model B dynamics coming from a term
⇠ g�2

A
�2

B
in the free energy density is known to yield a rich phase diagram with the

possibility of tetracritical points and first-order transitions (54, 55), as pointed out to us
by David Nelson. We plan to explore the effect of nonreciprocal biquadratic couplings
of this type in future work.

†We note that, in a binary mixture of diffusing particles, the cross-diffusivities would
differ, as each µ⌫ would depend on the concentration of the two species as required
to maintain detailed balance, but they would always have the same sign.

19768 | www.pnas.org/cgi/doi/10.1073/pnas.2010318117 You et al.
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⾮相反Dickeモデル：Chiacchio, et al., arXiv:2302.06386
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[II] ⾮相反フラストレーションの物理
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Hanai, in preparation.
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⾮相反相互作⽤に誘起される
フラストレーション

A B
引⼒

斥⼒

両⽅が満⾜する状態
は存在しない

フラストレーション！



幾何学的フラストレーション

系の構成要素の全ての「要求」(=全ての相互作⽤エネルギーを最⼩化したい)
を同時に満たすことのできない系

幾何学的フラストレーションのある系

（例）反強磁性相互作⽤する
三⾓格⼦状のスピン系

𝐸-

𝐸

基底状態の偶然縮退

全てのスピンが満⾜す
る状態は存在しない

？

𝐽 < 0

𝐽 < 0

𝐽 < 0



𝐸-

𝐸

偶然縮退：対称性やトポロジー等に保護されていない

熱的ノイズ、量⼦揺らぎ、
ランダムポテンシャル+

選択された基底状態
(多くの場合、秩序相)

Villain, et al., J. Physique (1980) 

「無秩序による秩序」

無秩序による秩序



無秩序による秩序
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Properties of a Classical Spin Liquid: The Heisenberg Pyrochlore Antiferromagnet

R. Moessner and J. T. Chalker
Theoretical Physics, Oxford University, 1 Keble Road, Oxford OX1 3NP, United Kingdom

(Received 24 October 1997)
We study the low-temperature behavior of the classical Heisenberg antiferromagnet with nearest

neighbor interactions on the pyrochlore lattice. Because of geometrical frustration, the ground state
of this model has an extensive number of degrees of freedom. We show, by analyzing the effects of
small fluctuations around the ground-state manifold, and from the results of Monte Carlo and molecular
dynamics simulations, that the system is disordered at all temperatures T and has a finite relaxation
time, which varies as T21 for small T. [S0031-9007(98)05655-5]

PACS numbers: 75.10.Hk, 75.40.Gb, 75.40.Mg

In recent years, geometrically frustrated antiferromag-
nets have been identified as a distinct class of materi-
als, separate both from unfrustrated antiferromagnets and
from conventional spin-glasses [1]. Most characteristi-
cally, they remain in the paramagnetic phase, down to a
freezing temperature TF , which is small on the scale set
by the interaction strength, as measured via the magnitude
of the Curie-Weiss constant QCW . This behavior appears
to be a consequence of their structures, with magnetic ions
arranged in corner-sharing frustrated units—triangles or
tetrahedra—favoring high ground-state degeneracy.
Compounds in this class include SrCr8Ga4O19 (SCGO)

[2], in which a proportion of the magnetic ions occupy the
sites of a kagomé lattice, and the oxide [3,4] and fluoride
[5,6] pyrochlores, in which the magnetic ions form
tetrahedra, as illustrated in Fig. 1. Magnetic correlations
in these materials, determined from neutron scattering
[2,3,5,6] and muon spin relaxation [4,7] measurements,
are short ranged, with fluctuations that slow down as T
is reduced towards TF [1]. An important step towards
a theory of geometrically frustrated antiferromagnets is
to understand the behavior of the classical Heisenberg
model defined with nearest neighbor interactions on the
appropriate lattices. This simplified description may be
sufficient in the paramagnetic phase, and is a natural
starting point for the treatment of various additional
features of real materials (anisotropy, disorder, dipolar
interactions, and quantum fluctuations) that might be
relevant, especially below TF . For the lattices concerned,
the Heisenberg antiferromagnet has ground states with
extensive numbers of degrees of freedom. Properties
in the temperature range T ø jQCW j are controlled
by small amplitude fluctuations around the ground-state
manifold: the free energy of fluctuations may select
specific ground states, a phenomenon known as order by
disorder [8], while the long-time dynamics results from
coupling between these fluctuations and the ground-state
coordinates. Dynamical correlations, in particular, are
potentially one of the most interesting aspects of these
systems, but have so far received only limited atten-
tion [9,10].

In this paper we analyze the low-temperature statisti-
cal mechanics and dynamics of the classical pyrochlore
Heisenberg antiferromagnet, and place our results in a
broader setting. Most importantly, we show that the sys-
tem is, as proposed in early work by Villain [11], an
example of a cooperative paramagnet or classical spin liq-
uid. It does not display order by disorder, and at small
T the spin autocorrelation function (with precessional dy-
namics) decays in time t as kSis0d ? Sistdl ≠ exps2cTtd,
where c is a constant. This behavior is in striking contrast
to that of the kagomé Heisenberg antiferromagnet, previ-
ously the best-studied example of geometric frustration, in
which fluctuations select coplanar spin configurations in
the limit T ! 0 [12]. Additionally, we find, in agreement
with Reimers [9], that the freezing transition observed ex-
perimentally in most pyrochlore antiferromagnets [13] is
absent from the Heisenberg model.
We take, as a general starting point, n-component clas-
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FIG. 1. The pyrochlore lattice.

0031-9007y98y80(13)y2929(4)$15.00 © 1998 The American Physical Society 2929

（例）パイロクロア格⼦上の反強磁性的XYスピン系
Moessner and Chalker, PRL1998, PRB1998 

VOLUME 80, NUMBER 13 P HY S I CA L REV I EW LE T T ER S 30 MARCH 1998

Properties of a Classical Spin Liquid: The Heisenberg Pyrochlore Antiferromagnet

R. Moessner and J. T. Chalker
Theoretical Physics, Oxford University, 1 Keble Road, Oxford OX1 3NP, United Kingdom

(Received 24 October 1997)
We study the low-temperature behavior of the classical Heisenberg antiferromagnet with nearest

neighbor interactions on the pyrochlore lattice. Because of geometrical frustration, the ground state
of this model has an extensive number of degrees of freedom. We show, by analyzing the effects of
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[2,3,5,6] and muon spin relaxation [4,7] measurements,
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to understand the behavior of the classical Heisenberg
model defined with nearest neighbor interactions on the
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sufficient in the paramagnetic phase, and is a natural
starting point for the treatment of various additional
features of real materials (anisotropy, disorder, dipolar
interactions, and quantum fluctuations) that might be
relevant, especially below TF . For the lattices concerned,
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manifold: the free energy of fluctuations may select
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tion [9,10].

In this paper we analyze the low-temperature statisti-
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where c is a constant. This behavior is in striking contrast
to that of the kagomé Heisenberg antiferromagnet, previ-
ously the best-studied example of geometric frustration, in
which fluctuations select coplanar spin configurations in
the limit T ! 0 [12]. Additionally, we find, in agreement
with Reimers [9], that the freezing transition observed ex-
perimentally in most pyrochlore antiferromagnets [13] is
absent from the Heisenberg model.
We take, as a general starting point, n-component clas-

sical spins, Si , with jSi j ≠ 1, arranged in q site, corner-
sharing units: the kagomé and pyrochlore lattices have
q ≠ 3 and q ≠ 4, respectively [14]. An antiferromag-
netic exchange interaction, of strength J, couples each
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It is well known that molecular-field theory for
a pure ferromagnet becomes exact in the thermo-
dynamic limit for a constant infinite-ranged ex-
change interaction provided that the interaction
is appropriately scaled with the number of spins
in the system. ' In this Letter we define and solve
the analogous infinite-ranged problem for a dis-
ordered system. We obtain a spin-glass solution
characterized by the EA order parameter in
the appropriate regime of temperature and the
strength of the exchange fluctuations. A simple
interpretation of this order parameter is given.
The various thermodynamic quantities and the
competition with ferromagnetic long-range order
are explored in some detail.
We consider N Ising spins interacting through

infinite-ranged exchange interactions which are
independently distributed with a Gaussian proba-

bility density. The Hamiltonian is
X=——,Q J,S,.S„S,.=+ 1,

with the J,-& distributed according to

p(J;,)= [(2 )'"J] 'e p[-(J;,-J,)'/2J'),
and J, and J scaled by

Jo= JO/N, J=J/N'i2

(2)

lnx= lim(x"- 1)/n,
n 0

(4)

the averaged free energy I may be expressed as

so that Jp and Jare both intensive. Following the
usual procedure, we calculate the averaged free
energy. (Averaging the free energy and not the
partition function corresponds to treating a
"quenched" rather than an "annealed" system. )
With use of the identity

F=-kT limn '&f & [p(J,.&)dJ,.~]Tr„exp( g g J,,S,"S,"/2kT) —lj.
n 0 (is) ++lf ~ ~ ~i8

=—kT limn '(Tr„exp( g[QS,.~S&~J,/2kT+ g S, S, S,BS~.BJ'./4(kT)']) —lj,
n 0 N, S

where o. and P label n dummy replicas. Reordering and dropping terms which vanish in the thermody-
namic limit yields
F=—kT limn '(e xp[ J' N'n /4(kT)'] Tr„exp[Q(QS,. "S,.~)'J'/2(kT)'+g(QS, . ")2J,/2kT]- 1},n~0

where (nP) refers to combinations of n and P with n wp; Using the identity

exp(hP) = (2m) 'i~ fdx exp[- x'/2+ (2X)'"ax],
we rewrite (6) as

(6)

F=—k T limn '(exp[J Nn/4(k T)'] f [ D(N/2m)'"dy ("~&][g(N/2g) i dx~]
n~0 (~8) Qf.

xexp[-N Z (y ) /2-NZ( P/2
(n 8) 0,'

+Nln Tr exp((J/k T) g y~~@S "S~+(Jo/kT)'"gx S")]-lj,
(n 5)

where the trace is now over n replicas at a single spin si.te.
It is assumed that the limit n -0 and the thermodynamic limit N- ~ can be interchanged. For inte-

gral n - 2, the integrals may be done by steepest descents. Since the replicas are indistinguishable,
we consider only the extremum of the exponential for which all the y @are equal, as are all the x .
We denote their values by y and x. This permits the replacement Qy~ ~&S "S~-y[(Q„S 2 —n], and
(Q„S")2 may be absorbed by the introduction of a random field. ' Continuation to arbitrary n, extrac-
tion of the terms linear in n as n -0, and the substitutions y-q(J/k T) and x- m(ZO/kT)'i' then yield

F =Nk Tf- J'(1—q)2/(2k T)2+ Zom'/2k T- (2n) 'i' fdic exp( —z'/2) in[2 cosh(Jq'"z/k T+ Jam/'k T)]j, (9
where q and m satisfy the simultaneous equations

q = 1—(2w) '"fdic exp(- z'/2) sech' [Jq'i'/k T)s+ Jom/k T],
m = (2w) ' i2

fdic

exp(- z2/2) tanh [(Jq ' i2/k T)z + Jom/k T].
(10a)
(lob)
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エイジング現象

macroscopic point of view, but microscopically they may contain
a large number of magnetic atoms (e.g., 106). The precise form
of the increase of the function !(t) is not very important (some
authors have suggested t", with " of the order 0.13 in the
experimentally accessible region (43, 44). An important point is
that the excess of energy is proportional to a high negative power
of !(t) [e.g., as !(t)!4], so that during aging energy relaxation is
very small, consistent with the fact that it has never been
observed experimentally, being seen only in simulations.

In this situation the system moves microscopically much more
than at equilibrium, because when ! increases different domains
are rearranged and this produces an excess of thermal fluctua-
tions. In the same way the systems may choose among different
possibilities when the domains change and this may lead to an
additional response to external perturbations that may influence
these choices. During aging the relations between fluctuation
and response are modified. The fluctuation dissipation theorem,
which is at the basis of the thermodynamics and is a consequence
of the so-called zeroth law of the thermodynamics, is no longer
valid: a new definition of temperature is needed.

Let us show how these ideas are implemented for the aging of
spin glasses. Our aim is to define a correlation function and a
response function in a consistent way such that the new off-
equilibrium fluctuation dissipation relations can be found.

The correlation function of total magnetization is defined as

C"t, tw# ! $m" tw#m" tw # t#% . [11]

In spin glasses at zero external magnetic field it is possible to
prove that the off-diagonal terms average to zero and the only
surviving term is

C"t, tw# $
1
N "

i&1

N

$% i" tw#% i" tw # t#% $ q" tw , tw # t# , [12]

i.e., the overlap q(tw, tw ' t) between a configuration at time tw
and one at time tw ' t (for an example taken from simulations
see Fig. 4).

The relaxation function S(t, tw) is given by

S"t, tw# $ &!1 lim
'h30

'$m" t # tw#%

'h , [13]

where 'm is the variation of the magnetization when we add a
magnetic field 'h starting from time tw.

The dependence on t and tw of the previously defined functions
is rather complex and cannot be computed from general prin-
ciples. It is convenient to examine directly the relation between
S and C, by eliminating the time. At this end we plot paramet-
rically S(t, tw) versus C(t, tw) ( q(t, tw) at fixed tw, as shown in
Fig. 5.

The theory predicts that such a plot goes to a finite limit when
tw 3 ) and we can extract from it information on the phase
structure of equilibrium configurations. Using general argu-
ments (7, 9, 10), one finds that when tw 3 ),

dS
dC $ X"C# $ #

0

C

dqP"q#. [14]

The behavior of the system at equilibrium and the modifica-
tion of the fluctuation dissipation theorem off-equilibrium are
strongly related. The deep reasons that are at the origin of this
unexpected behavior have been discussed at length in the
literature. Essentially they are based on two physical steps:

Y Stochastic stability implies that the free energy distribution of
the metastable states can be reconstructed from the knowl-
edge of P(q) (10).

Y The energy distribution of the metastable states is character-
ized by one (or more) effective temperatures (47, 48). During
equilibration the extra noise comes from the jumping from
one to another equilibrium state, and this explains why the
value of the effective temperature enters in the off-equilib-
rium fluctuation dissipation relations.

In Fig. 6 we compare the static (Left) and the dynamic (Right)
behavior. On the Left we display the function P(q), and on the right,
relaxation versus correlation during aging. In all the right panels the
time decrease from right to left (at short times the correlation is
higher). At short times, i.e., at equilibrium, the function is a straight
line (with slope !1), according to the fluctuation dissipation
theorem. The interesting part is the one at left, where at large times,
in the aging regime, the curve deviates from the previous straight
line. The value of the relaxation at the point where the equilibrium
regime ends is the linear response susceptibility (LR, whereas the
value of the relaxation on the left-most point is the equilibrium
susceptibility (eq. We have essentially three different situations
summarized in Fig. 6:

Fig. 4. The correlation function for spin glasses as a function of time t at
different tw [from simulations (45)].

Fig. 5. Relaxation function versus correlation in the EA model in D $ 3, T $
0.7 $ (3%4)Tc and theoretical prediction (Ising case) (ref. 45).

Parisi PNAS & May 23, 2006 & vol. 103 & no. 21 & 7951
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Figure 3. Time crystalline order-by-disorder phenomena induced by non-reciprocal frustration. (a),(b),(c) Non-
reciprocally interacting two community all-to-all coupled XY model. (a) The “orbit selection” in the presence of noise. Solid
lines represent the trajectories in the presence of noise of di↵erent initial conditions. (b) (c) We set � = 1.5, jAA = jBB =
3, jAB = �jBA = 1. (d),(e) Non-reciprocally coupled three community Insert arrows. Finish the caption. Replace “e↵” with a
star.

natural frequencies, when interpreting ✓ai ’s as the phase
of the oscillators) also known as the Kuramoto model
[14, 19] generalized to multiple species []. (See Methods
and Refs. [20, 21].) In the absence of disorder, unlike the
two community case, the three community system are
not integrable and has marginal orbits that are not given
by a simple drift of phases. Even in such cases, the orbit
selection takes place, once the disorder is turned on.

III. NON-RECIPROCITY INDUCED GLASSY
DYNAMICS

Another striking phenomena arising from frustration is
the emergence of spin glasses [22–28], which occurs ubiq-
uitously in geometrically frustrated systems with random
interactions. In such a situation, macroscopic number
of fixed points and saddle points are generated to make
the potential energy landscape V bumpy. This makes
it extremely di�cult for the system to find their global
minimum, resulting in slow dynamics characterized by a
power law decay (or slower [28]) of time correlation func-
tions and the aging phenomena [25, 26, 28].

A natural question is whether such glassy slow dy-
namics may emerge by non-reciprocal frustrations. It
is tempting to guess that non-reciprocity would always
suppress the spin glass phase, as they generate the chase-

and-runaway dynamics that may melt the glass state.
Indeed, there are a number of works that support this
view [] including the works in the context of neural []
and ecological systems []. However, we will show below
that there are situations where glassy slow dynamics may
emerge solely due to non-reciprocal frustrations.
To unambiguously study the e↵ect of non-reciprocal

frustrations alone, it is important for us to consider
models that has no geometrical frustrations in the re-
ciprocal limit, to completely rule out the possibility of
conventional mechanisms of spin glass from occurring.
For this purpose, we consider a one-dimensional XY
spin chain (Fig. 4(a)) with nearest neighbour interac-
tion Jij = JR

i �i,j�1 + JR
i �i,j+1 following Eq. (1) in an

open boundary condition, with JL/R
i being randomly dis-

tributed according to

p(JL/R
i ) /

(
e�(JL/R

i )2/(2�2
J ) |JL/R

i | � Jc
0 |JL/R

i | < Jc
(13)

Here, we have introduced a cuto↵ Jc (which we set Jc =
0.1�J throughout) to avoid the coupling from vanishing
to ensure that slow dynamics does not occur from trivial
reasons (i.e. the decoupling of left and right half of the
site i that has negligibly small coupling).
This model has a crucial advantage that no geomet-

rical frustrations exist in the reciprocal limit JR
i = JL

i ,
and therefore, the only frustration that can arise in this
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reciprocally interacting two community all-to-all coupled XY model. (a) The “orbit selection” in the presence of noise. Solid
lines represent the trajectories in the presence of noise of di↵erent initial conditions. (b) (c) We set � = 1.5, jAA = jBB =
3, jAB = �jBA = 1. (d),(e) Non-reciprocally coupled three community Insert arrows. Finish the caption. Replace “e↵” with a
star.

natural frequencies, when interpreting ✓ai ’s as the phase
of the oscillators) also known as the Kuramoto model
[14, 19] generalized to multiple species []. (See Methods
and Refs. [20, 21].) In the absence of disorder, unlike the
two community case, the three community system are
not integrable and has marginal orbits that are not given
by a simple drift of phases. Even in such cases, the orbit
selection takes place, once the disorder is turned on.

III. NON-RECIPROCITY INDUCED GLASSY
DYNAMICS

Another striking phenomena arising from frustration is
the emergence of spin glasses [22–28], which occurs ubiq-
uitously in geometrically frustrated systems with random
interactions. In such a situation, macroscopic number
of fixed points and saddle points are generated to make
the potential energy landscape V bumpy. This makes
it extremely di�cult for the system to find their global
minimum, resulting in slow dynamics characterized by a
power law decay (or slower [28]) of time correlation func-
tions and the aging phenomena [25, 26, 28].

A natural question is whether such glassy slow dy-
namics may emerge by non-reciprocal frustrations. It
is tempting to guess that non-reciprocity would always
suppress the spin glass phase, as they generate the chase-

and-runaway dynamics that may melt the glass state.
Indeed, there are a number of works that support this
view [] including the works in the context of neural []
and ecological systems []. However, we will show below
that there are situations where glassy slow dynamics may
emerge solely due to non-reciprocal frustrations.
To unambiguously study the e↵ect of non-reciprocal

frustrations alone, it is important for us to consider
models that has no geometrical frustrations in the re-
ciprocal limit, to completely rule out the possibility of
conventional mechanisms of spin glass from occurring.
For this purpose, we consider a one-dimensional XY
spin chain (Fig. 4(a)) with nearest neighbour interac-
tion Jij = JR

i �i,j�1 + JR
i �i,j+1 following Eq. (1) in an

open boundary condition, with JL/R
i being randomly dis-

tributed according to
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Here, we have introduced a cuto↵ Jc (which we set Jc =
0.1�J throughout) to avoid the coupling from vanishing
to ensure that slow dynamics does not occur from trivial
reasons (i.e. the decoupling of left and right half of the
site i that has negligibly small coupling).
This model has a crucial advantage that no geomet-

rical frustrations exist in the reciprocal limit JR
i = JL
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Figure 3. Time crystalline order-by-disorder phenomena induced by non-reciprocal frustration. (a),(b),(c) Non-
reciprocally interacting two community all-to-all coupled XY model. (a) The “orbit selection” in the presence of noise. Solid
lines represent the trajectories in the presence of noise of di↵erent initial conditions. (b) (c) We set � = 1.5, jAA = jBB =
3, jAB = �jBA = 1. (d),(e) Non-reciprocally coupled three community Insert arrows. Finish the caption. Replace “e↵” with a
star.

natural frequencies, when interpreting ✓ai ’s as the phase
of the oscillators) also known as the Kuramoto model
[14, 19] generalized to multiple species []. (See Methods
and Refs. [20, 21].) In the absence of disorder, unlike the
two community case, the three community system are
not integrable and has marginal orbits that are not given
by a simple drift of phases. Even in such cases, the orbit
selection takes place, once the disorder is turned on.

III. NON-RECIPROCITY INDUCED GLASSY
DYNAMICS

Another striking phenomena arising from frustration is
the emergence of spin glasses [22–28], which occurs ubiq-
uitously in geometrically frustrated systems with random
interactions. In such a situation, macroscopic number
of fixed points and saddle points are generated to make
the potential energy landscape V bumpy. This makes
it extremely di�cult for the system to find their global
minimum, resulting in slow dynamics characterized by a
power law decay (or slower [28]) of time correlation func-
tions and the aging phenomena [25, 26, 28].

A natural question is whether such glassy slow dy-
namics may emerge by non-reciprocal frustrations. It
is tempting to guess that non-reciprocity would always
suppress the spin glass phase, as they generate the chase-

and-runaway dynamics that may melt the glass state.
Indeed, there are a number of works that support this
view [] including the works in the context of neural []
and ecological systems []. However, we will show below
that there are situations where glassy slow dynamics may
emerge solely due to non-reciprocal frustrations.
To unambiguously study the e↵ect of non-reciprocal

frustrations alone, it is important for us to consider
models that has no geometrical frustrations in the re-
ciprocal limit, to completely rule out the possibility of
conventional mechanisms of spin glass from occurring.
For this purpose, we consider a one-dimensional XY
spin chain (Fig. 4(a)) with nearest neighbour interac-
tion Jij = JR

i �i,j�1 + JR
i �i,j+1 following Eq. (1) in an

open boundary condition, with JL/R
i being randomly dis-

tributed according to

p(JL/R
i ) /

(
e�(JL/R

i )2/(2�2
J ) |JL/R

i | � Jc
0 |JL/R

i | < Jc
(13)

Here, we have introduced a cuto↵ Jc (which we set Jc =
0.1�J throughout) to avoid the coupling from vanishing
to ensure that slow dynamics does not occur from trivial
reasons (i.e. the decoupling of left and right half of the
site i that has negligibly small coupling).
This model has a crucial advantage that no geomet-

rical frustrations exist in the reciprocal limit JR
i = JL

i ,
and therefore, the only frustration that can arise in this

相反的な場合= 幾何学的フラストレーションなし

−

−

+

+

−

−

+

+

+

+

+

+

ネマティック秩序

相反的な場合𝐽!" = 𝐽"!



𝜑) = 𝜃) (mod 𝜋)

相反的( 𝐽!" = 𝐽"! )ランダムスピン鎖
6

(a)

Ground state configuration

104103102101

1.01.0

0.1

0.3

0.2

0.6

�Jt

C
t(t

+t
w
,t w

)

100
200
400
800

1600
3200
6400

�Jtw=

(c)

40
x
200

�Jt =100
400
1600

6400
32000
64000
100000

1.0

0.1

0.2
0.3

0.6

0.06
0.03

C
x(x

,t)

(b)

�3�/4�/2�/40

501201 301 4011 101

104

8×103

6×103

2×103

4×103

0

site i

� J
t

+ +

Figure 5. Domain wall annihilation dynamics in reciprocal one-dimensional random spin chain. The reciprocal
coupling JR

i = JL
i (Jij = Jji) case. As shown in the bottom-left panel, the ground state configuration of the reciprocally

coupled spin chain (where the signs represent the sign of the reciprocal coupling at each bond) exhibits nematic order that
is unique up to global rotation, implying the absence of geometrical frustration. (a) Typical trajectory of (nematic) angles
'i = ✓i(mod ⇡). We set N = 29 = 512 and the initial condition were taken randomly from a uniform distribution ✓i = [0, 2⇡).
(b) Spatial correlation function Cx(x, t). (c) Time correlation function Ct(tw + t, tw). In panels (b) and (c), we have averaged
over 400 trajectories of random initial conditions and configurations of coupling strengths and have set N = 210 = 1024. The
domain wall annihilation dynamics of this one-dimensional chain give rise to slow relaxation (that shows aging phenomena)
towards a long-ranged nematically ordered state.

Here, we have introduced a cuto↵ Jc (which we set Jc =
0.1�J throughout) to avoid the coupling from completely
vanishing.

This model has a crucial advantage in that no geomet-
rical frustration exist in the reciprocal limit JR

i = JL
i ,

and therefore, frustration can only arise through non-
reciprocal interactions. This can be seen from the fact
that the ground state configuration of the reciprocal sys-
tem is uniquely determined once one fixes one of the
spins (Fig. 5 bottom-left panel). Since reciprocal cou-
pling favors either alignment or anti-alignment of spins,
the ground state in the reciprocal limit exhibit a ne-
matic order characterized by a complex order parameter
 2 = (1/N)

PN
i=1 e

2i✓i .

Figure 5(a) shows a typical trajectory of 'i =
✓i(mod ⇡) [which regards the angles of the arrow point-
ing to opposite directions as being identical, thus mak-
ing it useful to measure nematicity] in the reciprocal
case, JR

i = JL
i (which gives Jij = Jji). As seen, the

dynamics are governed by the annihilation dynamics of
the initially created (nematic) domain walls (Figs. 5(b))
towards the nematic long-range ordered state. This is
captured in the spatial correlation function Cx(x, t) =

��(1/(N � x))
PN�x

j=1  2,j+x(t) ⇤
2,j(t)

�� that is converging
towards the long-ranged ordered state Cx(x, t ! 1) ! 1
(Fig. 5(b)). Here,  2,i(t) = e2i✓i(t) is a complex repre-

sentation of nematic direction at site i, and (· · · ) rep-
resents the average over random initial conditions, with
a di↵erent configuration of Jij taken for each run. Since
this process occurs very slowly, the time correlation func-
tion Ct(tw + t, tw) =

��(1/N)
PN

i=1 � 2,i(tw + t)� ⇤
2,i(tw)

��
(where � 2,i(t) =  2,i(t) �  2(t)) exhibits an aging be-
havior, i.e., the feature that the system takes more time
to decorrelate as the waiting time tw proceeds (Fig. 5(c)).

Now let us turn to the non-reciprocal case Jij 6= Jji,
where the couplings JR

i and JL
i are being sampled in-

dependently. In this case, as seen in Fig. 6(a), we ob-
serve the formation of domains that are locally nemat-
ically ordered, in which many of them are almost time
periodic (see e.g., i = 230 in Fig. 6(b)) but others seem
to be interrupted (i = 233) by the nearby chaotic domain
(i = 236). These behaviors are vastly di↵erent from the
reciprocal case of Fig. 5(a) dominated by domain wall
annihilation dynamics.

Figures 6(c) and (d) show the spatial and time cor-
relation function of this asymmetric spin chain, respec-
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regard the angles of the arrow pointing to opposite direc-
tions as being identical, thus making it useful to measure
nematicity] for a non-reciprocally interacting system with
the coupling JR

i and JL
i being sampled independently.

Initial condition were taken randomly from a uniform
distribution ✓i = [0, 2⇡). As seen, we observe the for-
mation of domains that are locally nematically ordered.
Many of them are almost time periodic (see e.g., i = 230
in Fig. 4(c)) but others seems to be interrupted (i = 233)
by the nearby chaotic domain (i = 236).

Figure 4(d) shows the time correlation function

Ct(tw + t, tw) =
��(1/N)

PN
i=1 � 2,i(tw + t)� ⇤

2,i(tw)
��,

where � 2,i(t) = e2i✓i(t) �  2(t). Here, (· · · ) represents
the average over random initial conditions, with di↵er-
ent configuration of Jij taken for each run. Strikingly, a
power-law decay Ct(tw + t, tw) ⇠ t�↵ emerges at large
t with a clear signature of aging, i.e. the feature that
the system takes more time to decorrelate as the waiting
time tw proceeds. At the same time, a spatial correlation
function Cx(x, t) =

��(1/(N � x))
PN�x

j=1  2,j+x(t) ⇤
2,j(t)

��
shows an exponential decay as a function of x (x � 0),
(Fig. 4(e)) indicating the absence of a nematic order.
All these properties are reminiscent of a spin glass, ex-
cept that we have not observed any signature of conver-
gence Ct(1, tw) to a finite value (i.e., the absence of the
Edwards-Anderson order parameter [22]), implying that
the state does not seem to freeze to a static state.

Contrast the above results from the dynamics of the re-
ciprocal case, Figs. 4(f)-(h). In this case, the dynamics is
governed by the annihilation dynamics of the initially cre-
ated (nematic) domain walls (Figs. 4(f)), which is vastly
di↵erent from the non-reciprocal case of Figs. 4(b),(c)
governed by local periodic or chaotic dynamics. While
this situation exhibit the aging dynamics in the time cor-
relation function Ct(tw + t, tw) (Fig. 4(g)) as in the non-
reciprocal case, a crucial di↵erence is that the (nematic)
spatial correlation continuously grow (Compare Fig. 4(h)
with Fig. 4(d)) to exhibit a long-range order at t ! 1.
We also note that the time correlation decay faster than
power law, at least for the system size we performed,
again in contrast to the non-reciprocal case. These di↵er-
ences highlight the unique features of the spin-glass-like
phase induced by non-reciprocal frustrations.

We remark that a similar long-time decay has been
discovered in discrete time one-dimensional models com-
posed of chaotic elements pioneered by Kaneko [Kaneko].
At a phenomenological level, we observe several simi-
larities between the two models: when we regard each
domain seen in Fig. 4(a) as a chaotic or periodic ele-
ment, each element seems to be trying to synchronize
with the nearby domains, in somewhat analogous situa-
tion to the Kaneko’s model. However, there are also clear
di↵erences, e.g., the randomness is explicitly encoded in
our model from random coupling (similarly to the origi-
nal spin glass problem) while they are generated sponta-
neously from chaos in Kaneko’s model. The connection
between the two models deserves further investigation.

In summary, we have shown that non-reciprocal in-
teraction may generate marginal orbits (“accidental de-
generacy”) similarly to those in geometrical frustrated
systems, o↵ering the connection between seemingly un-
related concepts. We have shown that these accidental
degeneracy can give rise to a dynamical counterpart of
order-by-disorder phenomena and spin glasses. Future
works will explore systems with macroscopic number of
degeneracy [Wiesenfeld] analogous to classical spin liq-
uids [3–5] and possible extension to open quantum many-
body systems [Heintz,Metelmann].
Acknowledgement. This work was supported by

an appointment to the JRG Program at the APCTP
through the Science and Technology Promotion Fund and
Lottery Fund of the Korean Government.

Methods

LIOUVILLE-TYPE THEOREM FOR PERFECTLY
NON-RECIPROCAL SPIN SYSTEMS

Here we provide the proof for the Liouville-type theo-
rem, Eq. (3) in the main text. The continuity equation
of the distribution function ⇢ is given by

@⇢

@t
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X

i

@(⇢✓̇i)

@✓i
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X

i

h @⇢
@✓i

✓̇i + ⇢
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i
. (14)

In a perfectly non-reciprocal case Jij = �Jji, the second
term of Eq. (14) can be shown to vanish as,

⇢
X
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@✓̇i
@✓i
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X

ij

⇥
Jij cos(✓i � ✓j)

⇤
= 0, (15)

where in the last equality, we have used the property that
Jij is anti-symmetric and cos(✓i � ✓j) is symmetric. This
gives

d⇢
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=
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@t
+

X

i

@⇢

@✓i
✓̇i = 0, (16)

proving the Liouville-type theorem.
As the proof suggests, Eq. (3) holds whenever the dy-

namical system composed of two-body interactions given
by the form

ẋi =
X

j

�ij(xi, xj) (17)

has the property that @�ij/@xi is odd under the exchange
of the label i and j. For example, in Heisenberg spin
systems Si = (Sx

i , S
y
i , S

z
i ) (with |Si|2 = 1) that are de-

scribed by the Landau-Lifshitz equation [],

Ṡi = �
NX

j=1

Jij [Si ⇥ Sj + ↵Si ⇥ (Si ⇥ Sj)] (18)

the Liouville’s theorem

d⇢

dt
=
@⇢

@t
+

NX

i=1

X

µ=x,y,z

@⇢

@Sµ
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Ṡµ
i (19)

holds for anti-symmetric coupling Jij = �Jji.
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nematicity] for a non-reciprocally interacting system with
the coupling JR
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Initial condition were taken randomly from a uniform
distribution ✓i = [0, 2⇡). As seen, we observe the for-
mation of domains that are locally nematically ordered.
Many of them are almost time periodic (see e.g., i = 230
in Fig. 4(c)) but others seems to be interrupted (i = 233)
by the nearby chaotic domain (i = 236).
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Figure 4. Non-reciprocal frustration induced glassy dynamics in one dimensional random asymmetric spin
chain. (a) The model spin chain with random couplings JL

i and JR
i . (b)-(e) Asymmetric random spin chain, where the

coupling to the left JL
i and the right JR

i are sampled independently. (f)-(h) The reciprocal random spin chain, where we have
set JR

i = JL
i . (b)(f) Typical trajectory of (nematic) angles 'i = ✓i(mod ⇡) of a one-dimensional random non-reciprocal spin

chain. Here, we have set N = 29. (c) Line-cut data of the trajectory at site i = 230, 233, 236 of (b). (d)(g) Time correlation
function Ct(tw+t, tw). Note that both axes are plotted in logrithmic scale. (e)(h) Spatial correlation function Cx(x, t). In panels
(d)(e) and (g)(h), we have averaged over 500 and 400 trajectories, respectively (400 trajectories for t = 3.2⇥ 104, 6.4⇥ 104, 105

in (d)) and have set N = 210.

system is that due to non-reciprocal interactions. This
can be seen from the fact that the ground state config-
uration of the reciprocal system is uniquely determined
once one fixes one of the spins. Since reciprocal cou-
pling favors either alignment or anti-alignment of spins,

the ground state in the reciprocal limit exhibit a ne-
matic order characterized by a complex order parameter
 2 = (1/N)

PN
i=1 e

2i✓i .

Now let us turn to the non-reciprocal case. Figure
4(b) shows a typical trajectory of 'i = ✓i(mod ⇡) [which

where and
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distribution ✓i = [0, 2⇡). As seen, we observe the for-
mation of domains that are locally nematically ordered.
Many of them are almost time periodic (see e.g., i = 230
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by the nearby chaotic domain (i = 236).

Figure 4(d) shows the time correlation function

Ct(tw + t, tw) =
��(1/N)

PN
i=1 � 2,i(tw + t)� ⇤

2,i(tw)
��,

where � 2,i(t) = e2i✓i(t) �  2(t). Here, (· · · ) represents
the average over random initial conditions, with di↵er-
ent configuration of Jij taken for each run. Strikingly, a
power-law decay Ct(tw + t, tw) ⇠ t�↵ emerges at large
t with a clear signature of aging, i.e. the feature that
the system takes more time to decorrelate as the waiting
time tw proceeds. At the same time, a spatial correlation
function Cx(x, t) =

��(1/(N � x))
PN�x

j=1  2,j+x(t) ⇤
2,j(t)

��
shows an exponential decay as a function of x (x � 0),
(Fig. 4(e)) indicating the absence of a nematic order.
All these properties are reminiscent of a spin glass, ex-
cept that we have not observed any signature of conver-
gence Ct(1, tw) to a finite value (i.e., the absence of the
Edwards-Anderson order parameter [22]), implying that
the state does not seem to freeze to a static state.

Contrast the above results from the dynamics of the re-
ciprocal case, Figs. 4(f)-(h). In this case, the dynamics is
governed by the annihilation dynamics of the initially cre-
ated (nematic) domain walls (Figs. 4(f)), which is vastly
di↵erent from the non-reciprocal case of Figs. 4(b),(c)
governed by local periodic or chaotic dynamics. While
this situation exhibit the aging dynamics in the time cor-
relation function Ct(tw + t, tw) (Fig. 4(g)) as in the non-
reciprocal case, a crucial di↵erence is that the (nematic)
spatial correlation continuously grow (Compare Fig. 4(h)
with Fig. 4(d)) to exhibit a long-range order at t ! 1.
We also note that the time correlation decay faster than
power law, at least for the system size we performed,
again in contrast to the non-reciprocal case. These di↵er-
ences highlight the unique features of the spin-glass-like
phase induced by non-reciprocal frustrations.

We remark that a similar long-time decay has been
discovered in discrete time one-dimensional models com-
posed of chaotic elements pioneered by Kaneko [Kaneko].
At a phenomenological level, we observe several simi-
larities between the two models: when we regard each
domain seen in Fig. 4(a) as a chaotic or periodic ele-
ment, each element seems to be trying to synchronize
with the nearby domains, in somewhat analogous situa-
tion to the Kaneko’s model. However, there are also clear
di↵erences, e.g., the randomness is explicitly encoded in
our model from random coupling (similarly to the origi-
nal spin glass problem) while they are generated sponta-
neously from chaos in Kaneko’s model. The connection
between the two models deserves further investigation.

In summary, we have shown that non-reciprocal in-
teraction may generate marginal orbits (“accidental de-
generacy”) similarly to those in geometrical frustrated
systems, o↵ering the connection between seemingly un-
related concepts. We have shown that these accidental
degeneracy can give rise to a dynamical counterpart of
order-by-disorder phenomena and spin glasses. Future
works will explore systems with macroscopic number of
degeneracy [Wiesenfeld] analogous to classical spin liq-
uids [3–5] and possible extension to open quantum many-
body systems [Heintz,Metelmann].
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Methods

LIOUVILLE-TYPE THEOREM FOR PERFECTLY
NON-RECIPROCAL SPIN SYSTEMS

Here we provide the proof for the Liouville-type theo-
rem, Eq. (3) in the main text. The continuity equation
of the distribution function ⇢ is given by

@⇢

@t
= �

X

i

@(⇢✓̇i)

@✓i
= �

X

i

h @⇢
@✓i

✓̇i + ⇢
@✓̇i
@✓i

i
. (14)

In a perfectly non-reciprocal case Jij = �Jji, the second
term of Eq. (14) can be shown to vanish as,

⇢
X

i

@✓̇i
@✓i

= �⇢
X

ij

⇥
Jij cos(✓i � ✓j)

⇤
= 0, (15)

where in the last equality, we have used the property that
Jij is anti-symmetric and cos(✓i � ✓j) is symmetric. This
gives

d⇢

dt
=
@⇢

@t
+

X

i

@⇢

@✓i
✓̇i = 0, (16)

proving the Liouville-type theorem.
As the proof suggests, Eq. (3) holds whenever the dy-

namical system composed of two-body interactions given
by the form

ẋi =
X

j

�ij(xi, xj) (17)

has the property that @�ij/@xi is odd under the exchange
of the label i and j. For example, in Heisenberg spin
systems Si = (Sx

i , S
y
i , S

z
i ) (with |Si|2 = 1) that are de-

scribed by the Landau-Lifshitz equation [],

Ṡi = �
NX

j=1

Jij [Si ⇥ Sj + ↵Si ⇥ (Si ⇥ Sj)] (18)

the Liouville’s theorem

d⇢

dt
=
@⇢

@t
+

NX

i=1

X

µ=x,y,z

@⇢

@Sµ
i

Ṡµ
i (19)

holds for anti-symmetric coupling Jij = �Jji.

時間相関関数 空間相関関数
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Figure 6. Non-reciprocal frustration induced spin-glass-like state in an asymmetric random spin chain. The
asymmetric coupling case (Jij 6= Jji), where the coupling to the left JL

i and the right JR
i are sampled independently. (a),(b)

Typical trajectory of (nematic) angles 'i = ✓i(mod ⇡) of a one-dimensional random non-reciprocal spin chain. Here, we have set
N = 29 = 512 and the initial condition were taken randomly from a uniform distribution ✓i = [0, 2⇡). (c) Line-cut data of the
trajectory at site i = 230, 233, 236 of (b). (c) Spatial correlation function Cx(x, t). (d) Time correlation function Ct(tw + t, tw).
Note that both axes are plotted on a logarithmic scale. In panels (c) and (d), we have averaged over 500 and 400 trajectories,
respectively (400 trajectories for t = 3.2 ⇥ 104, 6.4 ⇥ 104, 105 in (c)) and have set N = 210 = 1024. This system exhibits
slow dynamics characterized by power-law decay and aging phenomena associated with a short-ranged correlation, where the
latter property is in stark contrast to the nematically ordered state seen in the reciprocal case (Fig. 5). These properties are
reminiscent of a spin glass.

tively. Strikingly, the time correlation function exhibits
a power-law decay Ct(tw + t, tw) ⇠ t�↵ at large t with a
clear sign of aging, while the state is converging towards a
short-ranged correlated state Cx(x, t) ⇠ e�|x|/⇠, in stark
contrast to the reciprocal case. These features are rem-
iniscent of a spin glass, except that the time correlation
function does not seem to converge to a finite value at
t ! 1 [8] (at least up to �J t = 106), implying that the
state does not seem to freeze to a static state.

We remark that a similar slow decay has been ob-
served in one-dimensional coupled logistic maps in their
discrete-time evolution, as pioneered by Kaneko [47, 48].
In his model, each site is itself a logistic map that exhibits
bifurcations to limit cycles or chaos, and these sites are
coupled with their neighboring sites. At a phenomeno-
logical level, we observe interesting similarities between
our model and Kaneko’s model: in the former, by re-
garding each domain seen in Fig. 6(a) as a chaotic or
periodic element, each element seems to be attempting
to align with the nearby domains, somewhat analogous
to the latter situation. However, there are also clear dif-
ferences, e.g., the randomness is explicitly encoded in

the former from random coupling (similarly to the origi-
nal spin glass problem) while they are generated sponta-
neously from chaos in the latter. The connection between
the two models deserves further investigation.
Our results o↵er an unexpected bridge between com-

plex magnetic materials with geometrical frustration and
non-reciprocal systems. Future works will explore sys-
tems with a macroscopic number of degeneracy [49] anal-
ogous to classical spin liquids [2, 5, 6] and possible ex-
tension to open quantum many-body systems [31, 50].

Methods

LIOUVILLE-TYPE THEOREM FOR PERFECTLY
NON-RECIPROCAL SYSTEMS

Here we provide the proof for the Liouville-type theo-
rem ( Eq. (3) in the main text) for the XY-model

✓̇i = �
X

j

Jij sin(✓i � ✓j). (15)

(𝐽,.and  𝐽., independent)
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リウビル型の定理の証明

(証明)
𝜕𝜌
𝜕𝑡

= −&
,

𝜕 𝜌�̇�,
𝜕𝜃,

= −&
,

𝜕𝜌
𝜕𝜃,

�̇�, + 𝜌
𝜕�̇�,
𝜕𝜃,

連続⽅程式：

&
,

𝜕�̇�,
𝜕𝜃,

= −&
,.

𝐽,. cos 𝜃. − 𝜃, = 0

𝐽,. = −𝐽.,

𝑑𝜌
𝑑𝑡 =

𝜕𝜌
𝜕𝑡 +&

,

𝜕𝜌
𝜕𝜃,

�̇�, = 0

�̇�, =&
.

𝐽,. sin 𝜃. − 𝜃,

𝐽,. = −𝐽.,のとき、リウビル型の定理 が成り⽴つ。

XYスピン系を考える

𝜕𝜌
𝜕𝑡 +&

,

𝜕𝜌
𝜕𝜃,

�̇�, = 0.よって、 が成⽴する。 ∎

この結果、Lyapunov exponentの和はゼロ．&
,

𝜆, = 0

例えばカオスが起こっていない場合、全ての𝑖について 𝜆, = 0



リウビル型の定理の証明

�̇�, =&
.

𝜙,.(𝑥, , 𝑥.)より⼀般の運動⽅程式 の場合も

𝜕𝜙,. 𝑥, , 𝑥.
𝜕𝑥,

= −
𝜕𝜙., 𝑥. , 𝑥,

𝜕𝑥.
のとき、同様の関係式

が成⽴する。
𝑑𝜌
𝑑𝑡 =

𝜕𝜌
𝜕𝑡 +&

,

𝜕𝜌
𝜕𝑥,

�̇�, = 0


